PROCEEDINGS
OF
THE JAPAN-U.S. WORKSHOP
ON
IMPURITY AND PARTICLE CONTROL, THEORY AND MODELING
MARCH 12 – 16, 1984

Edited by
Takaichi KAWAMURA

Institute of Plasma Physics, Nagoya University
Chikusa-ku, Nagoya 464, Japan

March 1985
This document is prepared as a preprint of compilation of atomic data for fusion research sponsored fully or partly by the IPP/Nagoya University. This is intended for future publication in a journal or will be included in a data book after some evaluations or rearrangements of its contents. This document should not be referred without the agreement of the authors. Enquiries about copyright and reproduction should be addressed to Research Information Center, IPP/Nagoya University, Nagoya, Japan.
Preface

In the recent progresses of the experiments on divertor and limiter discharges and design studies of INTOR like machines, more precise models of Tokamak plasma are required, especially from the standpoint of impurity and particle controls. However, if we want to go a step further, it turns out that the present data of atomic and molecular physics are still insufficient to describe the models. This point is what we must improve near future through collaboration of plasma and atomic physicists.

As the next step of investigation, we must organize the experiment with appropriate magnetic field configurations and proper wall materials to suppress serious influences to core plasma from the edge. Through iterations of such procedure, we can reach reasonable plasma modelling to form the rigid base for the next generation machine.

I hope we can discuss these point during the coming 6th PSI conference in Nagoya.

A. Miyahara
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Plasma Engineering Considerations on Impurity Control of the
Next-Step Tokamak, Focussing on INTOR Design Concept

Fusion Research and Development Center
Tokai Research Establishment
Japan Atomic Energy Research Institute

Noboru Fujisawa
1. Introduction

Heats and particles flowing out from plasmas with their finite confinement times have to be removed reliably. Inevitable plasma-surface interactions in those situations would generate impurities from surfaces, which give severe influences on plasma confinement performance and have to be well controlled. The critical issue of the impurity control should be understood with well-balanced developments both in plasma physics, particularly peripheral plasmas, and in technology associated with heat and particle removal.

Looking back into past fusion researches, the impurity control played an outstandingly important role in production of high temperature plasmas. In a path to success in fusion reactors, of course, the impurity control will hold a essential key. In the INTOR Workshop, the impurity control issue has been actively tackled since the Phase Zero Workshop [1,2,3], with recognizing it as one of critical issues affecting the INTOR design concept.

Difficulties in the impurity control problem depend partly on powers to be removed, which are predicted to amount to about 1 GW in reactors. In the history of the impurity control studies in tokamaks up to now, emphases have been placed on trying to keep plasma as clean as possible in order to get higher temperature plasma. Taking into account formidable large power to be handled in future tokamak reactors, however, the impurity control concept should be reconsidered to change its tendency into harmonized co-existence with impurities, where most part of power could be taken out through radiations caused by impurities. Some symptoms of such a tendency is already observed in the present large tokamaks such as JT-60, JET, and TFTR. The next tokamaks, a good
representative of which is INTOR, seem to be just on a corner of the turnaround in the impurity control strategy.

Section 2 will review the plasma operation mode which is indispensable to perform INTOR objectives. Section 3 will describe critical items for the impurity control in tokamaks. Section 4 will compare two potential candidates for the INTOR impurity control, i.e., poloidal divertor and toroidal pumped limiter. Section 5 will discuss feasibility of high-density, low-temperature plasmas near divertor collector plate. Summary is presented in Section 6.
2. INTEGRAL missions and plasma operation mode compatible with them

In a strategy of a tokamak fusion programme INTEGRAL can be defined as the major experiment between the present generation of large tokamaks (TFTR, JET, JT-60, T-15) and the generation of demonstration reactors. The principal role of INTEGRAL generally is the engineering demonstration of tokamak reactors [1].

The reactor-relevant mode of plasma operation is required to achieve the above major mission. Concretely, the following mode of operation is required for the INTEGRAL plasma.

1. Ignited D-T plasma
2. Controlled burn pulse of >100 s
3. Reactor level neutron wall loading of ≥ 1 MW·m⁻²
4. Duty cycle ≥ 70 %
5. Availability of 25–50 %

The Zero Phase of the INTEGRAL Workshop, which was conducted during 1979, addressed the programmatic roles and the technical objectives of INTEGRAL and assessed plasma physics and technology bases requisite for such an INTEGRAL experiment, and finally concluded that such an engineering test facility was feasible, provided that the supporting research and development activity is significantly expanded.

The INTEGRAL Workshop was extended into Phase One, in early 1980, the objective of which was to develop a conceptual design of the INTEGRAL experiment. As a result of this design work, the major INTEGRAL design parameters, shown in Table 1, were developed in some detail and critical problems were identified.

From the viewpoint of the impurity control, the considerably crucial parameters may be the alpha heating power of 124 MW and the long burn
time of 100–200 s.

Alpha particles of high energy produced via D-T reaction heat D-T particles in the main plasma region. Most power of the alpha heating, then, flows out of the core plasma through conduction and convection processes. The major role of the impurity control therefore is to remove such a large power without deteriorating confinement performance of the main plasma.

Alpha particles after slowing down are ashes and should be removed as soon as possible. Otherwise, the concentration of the helium ash increases in the elapse of burning, and eventually they dilute the D-T reaction and at the same time raise a plasma beta value, which would be significantly severe constraint for tokamak plasmas at present.
3. Problem description

The design work of the impurity control system needs many important items to be evaluated. They are not only in plasma physics, but also include an impurity control engineering area. The major problematic items are as follows.

(1) Parameters of scrape-off plasmas which directly interact with collector plates, receiving heat and particle fluxes from the main plasma.
(2) Behaviors of impurities released from collector plates and first walls, both in the scrape-off layer and in the main plasma.
(3) Heat and particle fluxes onto collector plates and first walls.
(4) Helium ash exhaust.
(5) Overall evaluation of the impurity control system from the plasma physics and technology viewpoints.

Scrape-off plasma parameters

One third of the alpha heating power, around 40 MW, is assumed to be radiated to first walls in the INTOR operating scenario. The rest of it, about 80 MW, therefore is transferred through the main plasma edge to scrape-off plasmas and heats them up. What parameters the scrape-off plasmas get is significantly crucial for impurity control studies. Because the scrape-off plasma directly interacts with collector plates and the energy of charge exchanged neutral particles plunging into the first walls also depends on the scrape-off plasma parameters.

The parameters of a scrape-off layer, such as density, temperature, and their profiles, are strongly dependent on heat and particle fluxes from main plasmas, particle and thermal diffusivities in the layer, behaviors of neutral DT particles and impurities from collector plates
and first walls. The reliable estimation of such parameters needs adequate data based on experimental and theoretical developments.

Behaviors of impurities

The most essential way for the impurity control is to avoid impurities form being released from plate and walls. It is however impossible to completely suppress the impurity ejection. Then, it becomes crucial for the impurity control to shield impurities from going into the main plasma and to keep it as clean as possible. Therefore, the behavior of impurities in the scrape-off layer should be understood in enough detail for the design. If the effect of impurities would turn to be so little, their radiation could be used positively in ways to reduce plasma temperature to decrease the heat load to collector plates.

The behaviors of impurities from walls and helium particles produced through D-T reactions in the main plasmas is also influential on the plasma confinement performance. Some part of impurities from walls and plates could unavoidably reach the main plasmas, especially high-Z impurities have great influences on the confinement performance. On the other hand, if impurities would not accumulate in the center of the main plasmas and their radiations could concentrate in the edge of the plasma column, the radiation loss machinery could be used to reduce the heat power to the scrape-off plasma.

As mentioned earlier, the long confinement time of helium ions is dangerous for long burning, because of its tendencies to dilute D-T reactions and to increase plasma beta values. The steady exhaust of the helium ashes also needs complete understanding of the helium ash behavior in the main and scrape-off plasmas.
Heat and particle fluxes to plates and walls

The heat and particle fluxes, including their energy spectra, are indispensable to the design study on the impurity control system. They should be evaluated in some detail, based on assessment of the above items mentioned. In addition to them, moreover, the design work needs other conditions to be considered, such as neutron wall loading, thermal and electromagnetic influences due to plasma disruptions, feasibility of maintenance and assembly of a reactor core, configurations of poloidal magnetic fields for plasma equilibrium and so on.

Helium ash exhaust

The helium ash should be removed continuously at the same rate as the alpha production to achieve the long burn operation of 100-200 s. The pumping requirement should of course be as small as possible to mitigate needs on research and development for a evacuating system. Moreover, if possible, a selective evacuation of the helium ash, which means to pump out mainly helium gases, should be paid some heed to reduce the demands on a tritium processing system.

Overall evaluation for impurity control system

At present various impurity control concepts are proposed and investigated experimentally and theoretically. Which is the most favorable for INTOR should not be answered from only plasma consideration, it needs overall evaluation ranging from plasma physics to the technology. Furthermore, a future extension of the concept should be taken into considerations, because commercial reactors at present designs would produce a huge alpha heating power reaching about 1 GW, which is by one order as large as INTOR. Therefore, the most suitable method for INTOR might not necessarily extend to demonstration reactors.
4. Comparison study between single-null poloidal divertor and toroidal pumped limiter

The pre-conceptual design at the Phase One INTOR Workshop accommodated the single-null poloidal divertor as a reference impurity control method, based on databases and some simple evaluation of scrape-off plasmas [2].

The impurity control issue was pointed as one of some critical technical issues to be resolved at the Phase-Two-A (Part 1) Workshop, which affect the INTOR design concept. During this phase, the poloidal divertor was investigated in more detail, and together with it the pumped limiter concept was also emphasized to compare it with the divertor. As a result of those efforts, the poloidal divertor was recommended to lieve as a reference method of the INTOR impurity control.

The results of the comparison between the divertor and limiter concepts are shown in Table 2. Their brief evaluations are described in the followings.

**Plasma parameters in front of collector plates**

Plasmas in a scrape-off layer, especially in front of collector plates, are crucial for impurity controlability. They depend on recycling D-T particles near the neutralizer plate, on the assumption of constant heat fluxes and no impurities. In general, with a large pumping speed and a particle supply with a pellet injection, the density and temperature of scrape-off plasmas respectively decreases and increases.

In a region of high-temperature (e.g. 1 kV) and low-density (e.g. of the order of $10^{13} \text{ m}^{-3}$), the sputtering yield of the collector plates is decreasing with increasing D-T particle energy, since it is beyond
its maximum. The incident D-T particle flux is also reduced to great extent due to reduced particle fluxes. In consequence, the flux of sputtered plate materials can be reduced significantly.

Potential realizability of such high temperature scrape-off plasma, however, seems at present to significantly low because of no experimental indications and of concerns in arcing. It should be prudent to select such high-temperature and low-density scrape-off plasmas for INTOR.

The another operation region, which is just on the other side to the above and beneficial for the impurity control, is low-temperature (≤ 30 eV), high-density (≥ 10^{20} m^{-3}) plasmas. Such plasmas were lately observed near the neutralizer plates in Doublet III and ASDEX high density divertor discharges, and some elaborate divertor analyses codes indicate high possibility in the INTOR open-type divertor.

On the other hand, limiter plasmas are found to be difficult to approach the high-density, low-temperature region. Analyses on limiter plasmas disclose scrape-off layer plasmas to be medium temperature (50-200 eV) and medium-density (< 10^{20} m^{-3}). This temperature range is unfavorable for the impurity control, since the sputtering yield of materials is near their maximum.

**Impurity Controlability**

The impurity control function can be subdivided into two. One is to suppress impurities from being released from materials, and the other is to prevent released impurities from going into the main plasmas.

The first function, reduction of impurity release, can work by decreasing plasma temperatures in front by plates and walls. The scrape-off plasma near the divertor plates has large possibility in getting to low temperatures. The low-temperature (e.g. ≤ 30 eV) near
the limiter may be unrealistic at present, as mentioned above. In this context, the divertor could have more reliable impurity controlability than the limiter.

The second function, prevention of contamination of the main plasma, can also be observed considerable difference between the divertor and limiter concepts, stemming from difference in distance between the main plasmas and the plates. Impurities released from the limiter plates easily reach the main plasmas because the limiter plates are in a close vicinity of the main plasmas. Impurities released from the divertor plates could be forced to return to the plates due to electric fields in sheath and pre-sheath and frictional forces by D-T particle flows toward the plates.

**Materials for collector plates**

Materials for the limiter plates would be limited to low-Z, because the medium-temperature (50-200 eV) near the plates could result in the self-sputtering yield of more than unity for medium- and high-Z materials.

In the divertor case, as mentioned above, the low-temperature plasmas (≤ 30 eV) near the plates could be realized in a high density operation. Then the divertor plate materials might be free from the sputtering problem, they should be selected from other considerations on redeposition of first wall materials, thermal damage due to disruptions, and so on.

**Erosion of first wall**

Charge exchanged D-T neutral particles would erode significantly the first walls. For instance, sputtered quantity from the stainless-steel first wall would amount to about 1 ton/year under charge exchange
power of a few MW. Those impurities have great effects on the impurity control concept. Especially in the divertor case, the flow velocity of the scrape-off plasmas becomes considerably low and impurities released from the walls near a divertor entrance might have chances of penetrating into the main plasma. In the limiter case the situation might not be so serious, because the charge exchange loss is concentrated near the limiter and the flow velocity would not decrease so much.

Effects on plasma confinement performance

Lately, energy confinement time with limiter plasmas was observed to be fairly degraded with increasing heating power, and it was also found to recover with the diverted plasmas, i.e. H-mode. If such a trend continues, the divertor concept should be applied to INTOR. Possibility of H-mode operations with the pumped limiter, however, is still open, and more elaborate researches should be needed.

Maximum heat load on collector plates

Capability in removal of heat has some differences between the limiter and divertor plates, stemming from their configurations. The pumped limiter has to accommodate a exhausting space behind the limiter plates, and the limiter shape must have a tip. The capability of heat removal at the limiter tip is weaker than the plate because of its structural restriction. At the tip poloidal magnetic field also is normal to the surface, then the limiter tip must be far away from the main plasma edge so as to reduce the heat load at it. The fact could surely lead to a large demand of evacuation system.
Life of collector plates

The limiter plates of low-Z materials suffer severe erosion due to their high sputtering yields. For instance, the erosion rate of low Z materials might be about 100 cm/year in continuous operation, assuming no redeposition of sputtered materials. Sputtered materials however could be instantaneously ionized in front of the plates, and they would have high probability in reutrning back to the plates and redepositing on them. Some analyzing codes disclose that the net erosion rate of low-Z materials is significantly reduced to a few cm per year. The lifetime of the low-Z limiter is evaluated to be a few years.

In the high-density, low-temperature divertor case, the collector plates could hardly be eroded, employing refractory materials as a plate. The lifetime of the divertor plates might be certainly long. The divertor plates would rather suffer the redeposition of the first wall materials, which could govern the lifetime.

Pumping requirement

In the pumped limiter case, the tip of the limiter plates has to locate far away from the edge of the main plasmas due to its weak heat removability. Therefore, particle flux going into the chamber for pumping behind the limiter plate is limited to a small part of the total particle flux to the limiter. The fact demands a large pumping speed of more than $10^5 \, \text{L/s}$ in the pumped limiter case.

The high-density, low-temperature plasmas near the divertor plates produce concomitantly high pressures of neutral D-T and He gases. The moderate requirement of a evacuation system ($10^4 - 10^5 \, \text{L/s}$) could be enough to remove the helium ash at the same rate as the alpha production.
Torus size

The magnetic configuration of the divertor plasmas possesses magnetic null points at the main plasma edge. The presence of the null points surely enlarge a plasma volume compared with the limiter plasmas. Moreover, the divertor region is necessary beyond the null points, which furthermore expands a room for plasmas. Eventually, the size of toroidal coils, which is practically tantamount to the torus size, swells significantly. The INTOR cost study disclosed that the size of the toroidal coils with the limiter is reduce by 15% from that with the divertor, which results in 12% reduction in cost including power supply mentioned later.

Poloidal coil power supply

The divertor plasmas evidently need larger poloidal coil current than the limiter plasmas due to the presence of the null points at the main plasma edge. In the single null configuration like INTOR, in addition to the large coil current, the asymmetry increases forces on the toroidal coils, which leads to strong support structures and ultimately to large torus size. The poloidal power supply with the divertor, which occupies a major part of the total power supply, is bigger than that with the limiter.

In the above, comparisons between the divertor and pumped limiter are made from both sides of plasma physics and technology, with some emphasis placed on physics. On the basis of the above evaluations, it was recommended as a result of Phase-Two-A (Part 1) INTOR Workshop studies that the single-null poloidal divertor should be the reference impurity control option, and that the pumped limiter should be retained as a design option.
5. Low-temperature, high-density divertor plasmas

The most reliable impurity control concept for INTOR could be at present the divertor with low-temperature, high-density plasmas near the plates.

Those low-temperature in divertor plasmas were observed in Doublet III at first time [4], and after that they were also reproduced in ASDEX and PDX. Especially note that the results from Doublet III are remarkably important for INTOR, because they have no special room for a divertor and their shape is open-type similar to the INTOR divertor.

Those interesting experimental results stimulated studies on divertor analyses and some elaborate codes have been developed to predict the low-temperature, high-density divertor operation for INTOR.

5.1 Simulation of Doublet III experiments

Major results of the single-null poloidal divertor experiments in Doublet III are as follows [4]

• Metal impurities, typically titanium, are reduced by about one order, changing from limiter to divertor discharges, especially they are negligibly small in high density discharges.

• Neutral hydrogen gas pressures near the divertor reach an order of $10^{-3}$ Torr, which are larger by two orders than those in limiter discharges. Furthermore, in helium gas injection cases, helium gas pressure reach $10^{-4}$ Torr, which would result in reduction in pumping requirement.

• Radiation losses from the divertor region increase with increasing plasma densities and get to one half of the input power.

• High-densities ($\geq 1 \times 10^{20}$ m$^{-3}$), low-temperature ($T_e \approx 8$ eV) plasmas near the divertor plates are observed even under conditions of
NBI heating, 4-5 MW.

The divertor analysis code consist of hydrodynamic equations of divertor plasma coupled with neutrals analyzed by a Monte Carlo method. The validity of the divertor code was checked by capability in explanation of experimental results.

Comparisons of densities and temperatures between Doublet III experiments and code analyses are displayed in Fig. 1. It can be found that the code fairly well explains the experiments.

5.2 Plasma parameter for the INTOR divertor

The code mentioned above can predict plasma parameters of the INTOR divertor, which are mainly dependent upon heat and particle fluxes flowing into the divertor from the main plasmas. Densities and temperatures near the divertor plates are shown in Fig. 2 as a function of the particle fluxes with as a parameter of the heat fluxes. Outstanding features are that plasma temperatures decrease below 10 eV beyond a certain value of the particle fluxes and that densities increase over $10^{20}$ m$^{-3}$ near the plate. In high-density, low-temperature divertor plasma, the code also predicts that radiation losses by hydrogen neutrals amount to over 50% of the input power.

The above result is preliminary, and adoption of such a low-temperature concept to the INTOR reference should need more evaluations. In any way, it is likely that the INTOR divertor plasmas would be in a low-temperature high-density regime. The code also includes no impurities, and the future development should evolve elaborate hydrogen atom and molecular effects and plausible impurity behaviors. The consistency between the divertor and the main plasma moreover should be paid heed to, and operating conditions must be made clear, which make sure the low-temperature and high-density divertor plasma operation.
6. Conclusions

1) The single-null poloidal divertor concept could be the plausible impurity control in the next device, and it is recommended to be as a reference in INTOR.

2) The divertor configuration of INTOR is open type due to poloidal coils exterior to toroidal coils, the reliable code predicts high probability of high-density, low-temperature plasmas near the plate.

3) The pumped limiter option is important, particularly in an aspect of its simplicity. Its potential to the extension into commercial reactors should be taken into considerations.
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Table 1. INTOR Major Parameters

<table>
<thead>
<tr>
<th>PLASMA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma major radius, $R_p$</td>
<td>5.3 m</td>
</tr>
<tr>
<td>Plasma radius, $a$</td>
<td>1.2 m</td>
</tr>
<tr>
<td>Plasma elongation, $K$</td>
<td>1.6</td>
</tr>
<tr>
<td>Burn average beta, $\langle B \rangle$</td>
<td>5.6 %</td>
</tr>
<tr>
<td>Average ion temperature, $\langle T_i \rangle$</td>
<td>10 keV</td>
</tr>
<tr>
<td>Average ion density, $\langle n_i \rangle$</td>
<td>$1.4 \times 10^{20}$ m$^{-3}$</td>
</tr>
<tr>
<td>Energy confinement time, $\tau_E$</td>
<td>1.4 s</td>
</tr>
<tr>
<td>Plasma current, $I_p$</td>
<td>6.4 MA</td>
</tr>
<tr>
<td>Field on chamber axis, $B_T$</td>
<td>5.5 T</td>
</tr>
<tr>
<td>Peak thermonuclear power, $P_{th}$</td>
<td>620 MW</td>
</tr>
<tr>
<td>Neutron wall load, $P_n$</td>
<td>1.3 MW.m$^{-2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OPERATION</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Burn time Stage I/II and III</td>
<td>100/200 s</td>
</tr>
<tr>
<td>Duty cycle, Stage I/II and III</td>
<td>70/80 %</td>
</tr>
<tr>
<td>Number of pulses (lifetime)</td>
<td>$7 \times 10^5$</td>
</tr>
<tr>
<td>Maximum availability goal</td>
<td>50 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IMPURITY CONTROL</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Singl-null poloidal divertor</td>
</tr>
<tr>
<td>Collector</td>
<td>Low plasma temperature at plate: W, medium plasma temperature: Be</td>
</tr>
<tr>
<td>Power to divertor</td>
<td>80 MW</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FIRST WALL</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Power to first wall</td>
<td>44 MW</td>
</tr>
<tr>
<td>Material</td>
<td>SS316</td>
</tr>
</tbody>
</table>
Table 2 Comparison between poloidal divertor and toroidal pumped limiter

<table>
<thead>
<tr>
<th>Items</th>
<th>Divertor</th>
<th>Pumped Limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Plasma parameters in front of collector plates</td>
<td>High potential of high density (&gt; 10^{20} m^{-3}) and low temperature (≤ 30 eV)</td>
<td>Strong tendency of medium density (&lt; 10^{20} m^{-3}) and medium temperature (50-200 eV)</td>
</tr>
<tr>
<td>B. Impurity controlability</td>
<td>Small impurity release from collector plates and moreover considerable capability in preventing impurities from going into main plasma</td>
<td>Large impurity release from low-Z collector plates and more chances for impurities to enter main plasma</td>
</tr>
<tr>
<td>C. Materials for collector plates</td>
<td>(Low-High) Z</td>
<td>Low-Z</td>
</tr>
<tr>
<td>D. Erosion of first wall</td>
<td>Concentrated near divertor and some concerns in shielding performance of scrape-off plasmas</td>
<td>Concentrated near limiter plates and redeposition onto them</td>
</tr>
<tr>
<td>E. Effects on main plasma confinement performance</td>
<td>H-mode</td>
<td>L-mode (degradation in confinement time)</td>
</tr>
<tr>
<td>F. Heat removability of collector plates</td>
<td>2 ~ 3 MW·m^{-2}</td>
<td>2 ~ 3 MW·m^{-2} at plate and ~1 MW·m^{-2} at plate tip</td>
</tr>
<tr>
<td>G. Life of collector plates</td>
<td>Significantly long if no redeposition of first wall materials</td>
<td>Short (e.g. 1 year even if redeposition of sputtered material)</td>
</tr>
<tr>
<td>H. Pumping Requirement</td>
<td>(1 - 10)×10^{4} l/s</td>
<td>≥ 10^{5} l/s</td>
</tr>
<tr>
<td>I. Torus size</td>
<td>Fairly large torus due to presence of null points and divertor room</td>
<td>Relatively small</td>
</tr>
<tr>
<td>J. Poloidal coil power supply</td>
<td>Large due to large poloidal coil current</td>
<td>Relatively small</td>
</tr>
</tbody>
</table>
Fig. 1 Comparison between the calculated and measured values of the divertor plasma quantities.
Fig. 2  Peak electron densities and temperatures near the divertor plate as a function of incoming ion fluxes for INTOR.
Numerical Simulation of Pellet Injection into Heliotron-E

Yuji Nakamura
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Density increase by the pellet injection into magnetically confined plasmas is an interesting subject from the point of view of the transport theory. Recently the pellet injection experiment becomes popular in tokamaks\(^1\)\(^-\)\(^4\) and stellarators\(^5\) and the remarkable result of \(n_e(0) \tau_E \sim 8 \times 10^{13} \text{ cm}^{-3} \text{sec} \) is obtained in Alcator C, where \(n_e(0)\) denotes a central electron density and \(\tau_E\) is energy confinement time.

There are two important processes in the analyses of pellet injection. One is ablation process and the other is transport process of the deposited particles. The ablation process is calculated by Milora-Foster model\(^7\) and a self-limiting process which is the effect of cooling the target plasma by the pellet on the ablation rate. Typical ablation profiles along the pellet injection pass are shown in Fig. 1. Here we assume \(n_e(r) = 6.0 \times 10^{19} (1-\frac{r}{a})^2 + 5 \times 10^{17} \text{[m}^{-3}\text{]}\) and \(T_e(r) = 600(1-\frac{r}{a})^2 + 10\text{[eV]}\) and total particle number of the pellet \(5.86 \times 10^{19}\). There data are consistent with the pellet injection experiment into Heliotron E with a major radius \(R = 2.2 \text{ m}\) and an average minor radius \(a = 20 \text{ cm}\).

The particle deposition profile is coupled with the numerical code\(^8\) to study the transport process in Heliotron E. The currentless plasma was produced by decreasing the ohmic heating current from 10 kA to 500 A in the numerical calculation. The transport coefficients, \(D = D_{\text{neo}} + 5.0 \times 10^{18}/n_e \text{[m}^2\text{/sec]}\), \(\chi_e = \chi_{e,\text{neo}} + 1.5 \times 10^{19}/n_e \text{[m}^2\text{/sec]}\) and \(\chi_i = \chi_{i,\text{neo}}\) were assumed. The neutral beam injection heating of 1.44 MW was calculated by using the linearized Fockker-Planck equation. The
pellet of total particles, $4.2 \times 10^{19}$, was injected with the velocity of 1000 m/s. The radiation loss was included through an assumed $Z_{\text{eff}}$.

In Fig. 2, the pellet ablation profile, $T_e(r)$, $T_i(r)$ and $n_e(r)$ are shown after the pellet injection at $T = 150$ msec. Fig. 3 shows time evolution of various parameters. The average density $\overline{n}_e$ is increased from $2.5 \times 10^{19}$ [m$^{-3}$] to $5 \times 10^{19}$ [m$^{-3}$]. The abrupt increase of $n_e(0)$ means that the pellet goes across the magnetic axis. The central temperature $T_e(0)$ and $T_i(0)$ almost recover the values before the pellet injection. The confinement time $\tau_e$ and $\tau_p$ also increase according to the assumed transport coefficient (Alcator-like scaling). The pressure profile is shown in Fig. 4. The peaked profile just after the pellet injection shows non-adiabatic heating occurs near the central region. When beta value increases by the pellet injection, MHD stability against the pressure driver modes becomes an important factor to determine the pellet size and velocity.

The comparison between the numerical results and the pellet injection experiment carried out in this January is under way.
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Figure Captions

Fig. 1  Ablation rate profile along the pellet path.

Fig. 2  Profiles of ablation rate, electron density and plasma temperatures of Heliotron E NBI heated currentless plasma. Pellet is injected at T=150 msec.

Fig. 3  Time evolution of plasma parameters corresponding to Fig. 2.

Fig. 4  Behavior of pressure profile after the pellet injection.
Numerical Analyses of Plasma and Neutral Particle Behavior for Poloidal Divertor in Fusion Experimental Reactor
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1. Introduction

Recent design works of the experimental fusion reactors have stimulated the experimental [1-4] and theoretical [5-9] studies on the heat removal and related impurity control measures. A possibility of the helium ash exhaust using a model poloidal divertor was discussed in the earlier reports [5,6] by means of a Monte Carlo simulation of the neutral particles and ions in the divertor chamber. Their model [5] was based on the simple sheath theory as to the estimation of the scrape-off variables that were assumed to be uniform along the magnetic field line. The observations of the cold and dense divertor plasma in DIII[1,2] and ASDEX [3] experiments have indicated the strong inhomogeneity of the scrape-off plasma along the field line. This feature has also been numerically investigated on the basis of the fluid model of the scrape-off plasma [7-9]. In this paper, the possible attainment of the high density operation in the FER divertor is investigated using a self-consistent treatment for the scrape-off plasma and neutrals. The scrape-off plasmas are described by the fluid equations consisting of
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the particle, momentum and energy conservation equations along the magnetic field line. The neutral particle transport is simulated by the Monte Carlo method. Their interactions through ionization and charge exchange processes are solved self-consistently with the scrape-off plasma by an iterative procedure.

2. Model of Neutral Particle Transport [10]

2.1 Particle Tracking Method

The neutral particle motions initiated at the neutralizer plate are followed by the Monte Carlo simulation method. The particle trajectories are traced at the space intervals between space lattices. The reaction points are searched within the space interval by generating a random number according to the reaction probability.

After ionization of neutral particles, the tracking is terminated, while after the charge exchange a new velocity is assigned to the neutral particle by generating a random number according to the Maxwellian velocity distribution of the background ions. A new velocity is also given to a reflected neutral in collision with the divertor chamber wall.

The tracking of neutral particles is terminated when they return back to the main plasma region across the entrance of divertor throat, or leave the bottom of the exhausting duct.

2.2 The Physical Model

The ionization process of neutral atoms is described on the basis of the ionization rate coefficients using the Freeman and Jones formula[11] for fuel particles and Lotz's formula[12] for heliums. As for the charge exchange, the Riviere's formula[13] is used. Neutral particles colliding with the chamber wall are assumed to be reflected at the rates given Ref. [14]. There are few experiments and theories concerning the dependence on $\theta$ of the reflection coefficients, except for the normal incidence[14].
The numerical calculation shows that the reflection coefficients approach to unity as $\theta$ goes to $90^\circ$[15], where $\theta$ is the incident angle measured from the normal to the surface. Therefore we assume for simplicity the linear angular dependence. Particles which are not reflected are adsorbed and then desorbed at wall temperature. The angle of reflected or desorbed particles is determined by cosine distribution based on the assumption of rough surface in molecular level. There is still large uncertainty in these reflection model, especially in low incident energy. If, for instance, mirror reflection is dominant, the estimation of the effective conductance of the evacuating duct will be much altered. Deuterium and tritium particles desorbed from the wall are in molecular form. Dominant processes for these molecules[16] are incorporated.

2.3 The scoring Method for the Neutral Distributions

Mean flight time of particles in each space lattice is obtained by following the particle trajectories at every space lattice. The neutral density distributions are calculated from the mean flight times of test particles, the total particle flux from the neutralizer plate and the volume of the space lattice[17].

3. Fluid Model

The fluid equations in conservation form derived by Braginskii[18] can be reduced to the equations along the field line[19]. The particle, momentum and energy conservation equations projected on the poloidal cross section shown in fig. 2, are given by

$$\frac{\partial}{\partial z} f_{k,z}(x,z) = S_k(x,z) + \frac{\partial}{\partial x} \left( D_{k} \frac{\partial n_k(x,z)}{\partial x} \right), \quad (k=D,T,He), \quad (3-1)$$

$$\frac{\partial}{\partial z} \left[ n_p(x,z)(2U(x,z) + z T_e(x,z) + T_i(x,z)) \right]$$

$$= \frac{B_T}{B_p} \left[ S_p(x,z) + \frac{\partial}{\partial x} \left\{ \frac{2U(x,z)}{V_p(x,z)} D_{p} \frac{\partial n_p(x,z)}{\partial x} \right\} \right], \quad (3-2)$$
\[
\frac{\partial}{\partial z} \left[ f_z(x,z) \left( U(x,z) + \frac{5}{2} T_i(x,z) \right) + q_i(x,z) \right] \\
= - V \frac{\partial}{\partial z} P_e(x,z) + P_{ei}(x,z) + S_{EI}(x,z) \\
+ \frac{\partial}{\partial x} \left[ \left\{ U(x,z) + \frac{3}{2} T_i(x,z) \right\} D_{\perp} \frac{\partial n_p(x,z)}{\partial x} + K_{\perp} \frac{\partial T_i(x,z)}{\partial x} \right],
\]

(3-3)

\[
\frac{\partial}{\partial z} \left[ \frac{5}{2} f_z(x,z) T_e(x,z) + q_e(x,z) \right] \\
= V \frac{\partial}{\partial z} P_e(x,z) - P_{ei}(x,z) + P_r(x,z) + S_{EE}(x,z) \\
+ \frac{\partial}{\partial x} \left[ \frac{3}{2} T_e(x,z) D_{\perp} \frac{\partial n_e(x,z)}{\partial x} + K_{e\perp} \frac{\partial T_e(x,z)}{\partial x} \right],
\]

(3-4)

where, for simplicity, the ratio of the poloidal to toroidal magnetic field is assumed to be constant along the field line. \( f_{kz}(x,z) \) denotes the ion flux parallel to the z direction for D, T and \( \alpha \) particles and \( f_z(x,z) \) the total ion flux. \( U(x,z) \) is expressed in terms of the average ion mass \( m_p \) and the ion flow velocity along the field line \( V_{\parallel}(x,z) \) as follows:

\[
U(x,z) = \frac{1}{2} m_p V_{\parallel}^2(x,z)
\]

(3-5)

In eqs. (3-3) and (3-4), \( q_i \) and \( q_e \) are the conduction heat fluxes in the z direction for the ions and electrons, where the heat conductivities along the field line are assumed to be the classical ones.

The first terms on the right-hand side of eqs. (3-3) and (3-4) represent energies provided by the ambipolar electric field produced by the gradient of the electron pressure \( P_e(x,z) \). The second terms express the collisional energy transfer between the electrons and ions.

In eq. (3-4), \( P_r \) denotes the radiation loss power from the recycling hydrogen neutral and oxygen impurities. As for the hydrogen line radiation, only the first excitation level is taken into account using the excitation rate coefficient given by Johnson [20]. The power density of the oxygen radiation is calculated using a numerical fit to the non-coronal
calculation by Shimada [21]. The particle, momentum and energy sources due to ionization and charge exchange of the neutral particles are denoted by $S_k(x,z)$ ($k = D, T, He$) $S_p(x,z)$, $S_{Ei}(x,z)$ and $S_{Ee}(x,z)$.

A part of the boundary conditions are given at the divertor throat entrance; the incoming ion fluxes $f_{kz}(x, o)$, $(k = D, T, )$, the incoming total heat flux $Q_{TOT}(x, o)$ and the ratio of the ion to electron temperature. More restrictive conditions characterizing the scrape-off plasma come from the existence of the electrostatic sheath formed in front of the divertor plate. The first condition is the heat flux limitation [22] imposed by the sheath electric field given by

$$Q_{TOT}(x, L) = y_{TOT} T_e(x, L) f_z(x, L) \quad ,$$

where $y_{TOT}$ is the total heat transmission coefficient. The second one is the sound speed condition [23] in the following:

$$U(x, L) = \frac{1}{2} \left\{ z T_e(x, L) + T_i(x, L) \right\} \quad ,$$

In addition, the following continuity condition for the ion heat flux by conduction is included,

$$\frac{\partial q_i}{\partial z} \bigg|_{z=L} = 0 \quad .$$

4. Evaluation of FER divertor characteristics [24]

The scrape-off plasmas in the outboard-side divertor chambers of FER are estimated numerically using the simplified model configuration illustrated in fig. 2(a).

The ion flux reaching the divertor plate increases due to reionizations of the recycling neutral particles. The dependence of the scrape-off plasma variables on the incoming ion flux is analyzed with use of the divertor chamber with the short length of 50 cm and relatively large width of 30 cm, and with the high pumping speed of $2.5 \times 10^5 \ell/s$. 
The calculated results of the peak electron density and temperature at the divertor plate are shown in fig. 2 as a function of the incoming ion flux \( I \) under FER baseline condition of the heat flux of 20 MW to the outboard-side of each divertor. The heat and particle flux are assumed to have exponential distributions whose e-folding distances are 7 cm. The ratio of the poloidal to toroidal magnetic field is set to \( B_p/B_T = 0.1 \).

In fig. 2(b), case (A) and (B) show the case without and with the line radiations from the recycling hydrogen neutrals and the 1% oxygen impurities, respectively. The corresponding radiated power amounts to 40% of the total power for the hydrogen and 25% for the 1% oxygen impurities as shown in Fig. 2(c). The effect of the radiation cooling is to reduce the electron density with little variation of the electron temperature, as shown in fig. 2(b). The further study will, however, be needed concerning the more elaborate estimation of the radiation loss power in the very high density and low temperature region [25].

The two-dimensional plots of the electron temperature and density obtained with the radiation losses are shown in figs. 3(a) and (b) for the incoming ion flux \( I = 2.5 \times 10^{22} / s \). The electron temperature on the separatrix line is about 40 eV at the divertor throat entrance and rapidly decreases to about 3 eV in front of the divertor plate. The electron density varies from about \( 3 \times 10^{13} / \text{cm}^3 \) at the throat entrance up to about \( 2 \times 10^{14} / \text{cm}^3 \) along the separatrix line.

In fig. 4, the electron density near the plate is shown for various heat flux as a function of incoming ion flux.

In order to evaluate the pumping requirement for the helium ash exhaust, we obtain the relation between the effective conductance of the exhaust system and the backflow fraction of the neutrals, \( f_{bf} \). The backflow fraction is defined as the ratio of the neutral flux returning to the main plasma to the incoming ion flux. Since the required pumping
speed is expected to be higher for the lower incoming ion flux, we investigate it for the low incoming ion flux of $3 \times 10^{22}/s$. The results are shown in fig. 5. FER standard condition gives the backflow fraction, $f_{bf} = 0.86$ for $2I = 6 \times 10^{22}/s$ and helium accumulation of 5%. Figure 5 shows that the effective pumping speed must be larger than $2.0 \times 10^5 \, \lambda/s$ to keep the helium concentration lower than 5%. The required pumping speed is reduced by a factor of 10, due to the density enhancement in scrape-off layer, from the previous estimation $\sim 2 \times 10^5 \, \lambda/s$ [5], where the scrape-off plasma density ($\sim 2 \times 10^{12}/cm^3$) and temperature (250 eV) are assumed based on the simple sheath theory.

5. Numerical simulation of DIII divertor

The high density ($\sim 10^{14}/cm^3$) and low temperature (3~10 eV) plasmas in front of the divertor plate have been measured on DIII experiments under 1.0 MW beam heated condition [2]. We simulate these experiments by the numerical code developed.

The configuration used for the simulation is shown in the insert of fig. 6. The experiments indicate that the heat flux into the divertor throat is about 0.5 MW and the e-folding distances of the heat flux and particle flux are 1.8 cm and 3 cm, respectively. Figure 6 shows the results obtained under these flux conditions. The results without and with the radiation loss from the neutral hydrogen and 1% oxygen impurities are denoted by case (A) and (B), respectively. The calculated values of the density and the incoming ion flux are roughly consistent with the observed ranges ($n_{ed} \sim 10^{14}/cm^3$, $I = 2 \sim 4 \times 10^{22}/s$) [2].

Another important feature of DIII experiment is the nonlinear dependence of the density at the divertor plate $n_{ed}$ on the main plasma density $n_{main}$ which is roughly given by $n_{ed} \propto n_{main}^3$ [1,2,26]. This feature can well be understood by our numerical model. By using the momentum
conservation equation (3-2) and by neglecting the momentum source term, the following scaling can be easily derived in the high density and low temperature region:

\[ n_{ed} \propto Q(L)^{-2} n_{eth}^3 \]  

(5-1)

where \( Q(L) \) is the total heat flux to the divertor plate and \( n_{eth} \) is the electron density at the throat entrance. The scaling (5-1) is also satisfied by the numerical results shown in fig. 7. It fairly well explains the observed nonlinear dependence provided that the density at the throat \( n_{eth} \) can be assumed to be proportional to the main plasma density \( n_{main} \).

It should also be remarked that the radiation cooling introduces a more rapid variation of the density at the plate \( n_{ed} \) with the density at the throat entrance \( n_{eth} \).

6. Concluding remarks

The self-consistent numerical evaluation for the transport of the scrape-off plasmas and the neutral particles was carried out to elucidate the performance of the divertor in FER. The analyses for FER baseline condition indicated the possibility of the high-density and low-temperature plasma in front of the divertor plate even in the case of the low incoming ion flux. The numerical calculations for FER divertor also suggest the intense radiative cooling (about 40\% to 65\% of total incoming heat flux is radiated in the divertor chamber) and the low required pumping speed for helium ash exhaust (about \( 2.0 \times 10^4 \) \( \ell/\)s).

The numerical calculation for DIII under 1.0 MW beam heated condition yielded the electron density and temperature roughly consistent with the experiments.
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Figure Captions

Fig. 1 Schematic drawing of divertor chamber.

Fig. 2 Characteristics of the scrape-off plasmas in FER divertor chamber:
(a) Model divertor chamber for FER.
(b) Peak electron densities and temperatures at the divertor plate as a function of the incoming ion flux. Case (A) and (B) show the results calculated without and with the radiation loss from the neutral hydrogen and 1% oxygen impurities.
(c) Corresponding radiation loss power as a function of the incoming ion flux.

Fig. 3 Two-dimensional plots: (a) electron temperature distribution, (b) electron density distribution in the FER divertor chamber.

Fig. 4 Peak electron densities at the divertor plate as a function of the incoming ion flux for various heat flux.

Fig. 5 Relation between the backflow fraction and the effective pumping speed for the FER divertor. (I = 2.5 x 10^22/s)

Fig. 6 Peak electron densities and temperatures at the divertor plate as a function of the incoming ion flux. (DIII) Case (A) and (B) show the results calculated without and with the line radiation loss from the neutral hydrogen and 1% oxygen impurities.

Fig. 7 Relation between the peak electron density at the divertor plate and the peak electron density at the throat entrance. (DIII)
Fig. 1
Fig. 2

(a) Diagram showing the scrape-off plasma region with dimensions 50 cm x 30 cm x 25 cm x 8 cm.

(b) Plot of electron density at plate, $n_{ed}$ (10^4/cm^3), and electron temperature at plate, $T_{ed}$ (eV), versus incoming ion flux, $I$ (10^{22}/s).

(c) Graph showing radiated power (MW) for hydrogen + oxygen and hydrogen versus incoming ion flux, $I$ (10^{22}/s).

Legend:
- ● $n_{ed}$
- ○ $T_{ed}$
- (A)
- (B)
Fig. 3
Fig. 4

Fig. 5
Fig. 6

Fig. 7
The primary function of an ergodic magnetic layer (EML) is to create a cold, dense plasma boundary in which the radial heat flux from the plasma core is converted into radiated power by impurities. Such a radiating mantle is the safest design for removing the high heat load generated in a tokamak reactor. An ergodic magnetic structure is obtained by overlapping the primary and secondary island modes created by an external helical perturbation field. The required field strength is small – typically $\tilde{B}_{r_{\text{mas}}} / B_t \sim 10^{-3}$ – and thus the required coil current is minimal. The addition in the ergodic layer of higher parallel heat transport to the ever-present cross field transport will suppress the temperature in the ergodic layer below 100 eV. Since radiative power loss from low-Z impurities is highest for temperatures below 100 eV, a large volume of radiating plasma can be generated in the ergodic magnetic layer. For INTOR parameters, 70 MW of power can be radiated away by an ergodic layer with a thickness of $\sim 10$ cm, an electron density of $7 \times 10^{13} \text{cm}^{-3}$ and a neon impurity concentration of 1%. If most of the heat flux is radiated away, the temperature at the limiter may be reduced below the sputtering threshold. With heat flux and particle recycling spatially decoupled, a small limiter can be used to localize recycling near a pumping port for effective pumping of helium ash.

The objective of the EML experiment on the TEXT tokamak is to examine whether an ergodic magnetic structure can exist without inducing deleterious MHD
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effects such as plasma disruptions, and whether such a structure alters the heat transport in the edge. In the TEXT experiment \((R = 100 \text{ cm}, a = 27 \text{ cm}, B_T = 1.5 - 2.8 \text{ T}, I_p = 150 - 400 \text{ kA}, 2 < \bar{n} < 8 \times 10^{13} \text{ cm}^{-3})\), the helical perturbation field with mode number \(m/n = 7/2\) or \(7/3\) is generated by eight modular coils. For moderate helical perturbation fields, a stationary ergodic magnetic structure is produced at the plasma boundary. No deleterious effects on the core plasma have been observed. For sufficiently high helical perturbation field, however, the plasma disrupts.

Various diagnostic measurements have demonstrated that heat flux transport through the boundary layer is modified significantly by the ergodic magnetic structure. The pattern of heat flux deposition on the single poloidal hoop limiter is measured with an infrared camera. When the EML coils are powered, the surface temperature distribution on the limiter changes from a uniform pattern to a localized one. If the \(q\) value at the limiter is varied during an EML pulse, the localized pattern changes in time revealing a complex three dimensional path through the ergodic boundary of the heat flux.

Another striking feature is the appearance of luminous “stripes” in high density operation with the \(m/n = 7/2\) mode. Tangential TV observations through an \(H_\alpha\) filter reveal the presence of many stationary stripes in the boundary region. Data from Langmuir probes show a spatial modulation in the electron density outside the limiter radius, suggesting that density ripples cause this nonuniform excitation of the neutral hydrogen recycling flux from the limiter surface.

A drop of \(\sim 20\%\) in the boundary temperature due to EML has also been observed. Such a drop is most evident at low density \((\bar{n}_e < 4 \times 10^{13} \text{ cm}^{-3})\) and high helical field.
The conditions for the temperature drop and the magnitude of the drop are consistent with the theoretically estimated electron thermal conductivity in the ergodic magnetic structure. Further evidence of a drop in the edge temperature are obtained by spectroscopic measurements. Line emission profiles of low charged states such as CIII at CIV (radiating around 40 and 50 eV, respectively) broaden during EML, indicating a broadening of the low temperature region. Reduction of Titanium signals (TiXI and TiXXI) during EML also suggests a reduction of the temperature at the (TiC-coated) limiter. These observations clearly demonstrate the existence of a stable ergodic magnetic layer, in which the heat transport is enhanced and modified.
Particle Simulation of Divertor Plasma

T. Takizuka, K. Tani, and M. Azumi
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Abstract: Characteristics of divertor plasma are studied by using a one-dimensional electrostatic particle simulation code with a binary collision model. Dependence of plasma parameters, such as temperature, flow speed, pre-sheath potential, etc., on the collisionality is investigated in detail. The pre-sheath potential is formed by the collisional relaxation of the velocity distribution as well as by the particle source.

1. Introduction

A poloidal divertor is considered to be the most reliable concept for a tokamak fusion reactor from the points of impurity and neutral particle control and heat flux density reduction. Characteristics of the scrape-off layer plasma in a divertor tokamak have been studied experimentally and theoretically. The fluid model has been usually applied for analyses of divertor plasmas. It is doubtful, however, whether the usual fluid equations carry the validity to describe the scrape-off layer plasma; the plasma is bounded by divertor plates, the flow speed is almost the sound speed, and the velocity distribution functions of electrons and ions are much distorted from the Maxwellian.

In order to study the divertor plasma consistently, we have developed a one-dimensional electrostatic particle simulation code with a binary collision model. In the next section, we explain about this code. Simulation runs are performed in the wide range of the ratio of collision frequency to bounce frequency of electron. Results of simulations are shown in section 3. Discussion on the fluid model is made in the last section.

2. Simulation model

In a scrape-off layer plasma bounded by divertor plates, the self-consistent electrostatic field, i.e., sheath and pre-sheath field, plays the most important role. Distribution functions of electrons and ions are much distorted from the Maxwellian. Therefore, the electrostatic particle model is suitable to study divertor plasmas. Two-dimensional simulation was
performed by Takizuka et al. [1], where the cross field diffusion of particles is simulated by using a Monte Carlo technique. Stationary state is realized by the balance between the particle flux from the main plasma to the scrape-off layer due to the diffusion and the flow into the divertor plate. The pre-sheath in the scrape-off layer is formed by the particle source near the central region and by the particle diffusion in the divertor region. Effects of collisions are neglected in this simulation, and only the cross field diffusion supplies electrons with large velocity parallel to the magnetic field, which can pass through the sheath potential barrier at the divertor plate. Coulomb collisions, however, play a very important role to supply electrons with large velocity, as well as the cross field diffusion.

We aim, in this paper, to study the importance of collisions in a divertor plasma, and we have developed a one-dimensional electrostatic particle simulation code with a binary collision model. Motions of particles with finite size of the order of Debye radius are followed in the x direction parallel to the magnetic field. The collisionless motion of each particle is described as

$$\frac{dv_n}{dt} = -\frac{e_j}{m_j} \frac{\partial \phi}{\partial x}, \quad \frac{dx}{dt} = v_n,$$

where $e_j$ and $m_j$ are the charge and the mass of a particle of species $j$, respectively. The electrostatic potential $\phi$ is considered to be changed only with respect to the x direction and is determined by Poisson's equation,

$$-\frac{\partial^2 \phi}{\partial x^2} = \frac{1}{\varepsilon_0} (e_i n_i - e n_e),$$

where $\varepsilon_0$ is the permittivity of vacuum, $n_i$ the ion density, and $n_e$ the electron density. The divertor plasma is bounded by divertor plates located at $x=L$ and $x=-L$. The electrostatic potential is symmetric, $\phi(-x)=\phi(x)$, and we calculate above equations in the region, $0 \leq x \leq L$. Boundary conditions for the potential are given by

$$\phi = 0 \text{ at } x = L, \quad \phi/\partial x = 0 \text{ at } x = 0.$$

We can treat the position, $x=0$, as a reflecting wall for particles because there exist a pair of particles; one at $x=x_0$ has a velocity $v_{n,0}$ and the other at $x=-x_0$ has a velocity $-v_{n,0}$. A particle is considered to be neutralized and absorbed at the plate, $x=L$. The reflection or desorption of neutral particles and secondary electrons at the plate are neglected in the present simulation, but these can be easily introduced in the particle simulation. Particles are supplied in the central region, $0 \leq x \leq L_S$, they are distributed
according to a Maxwellian distribution with temperature $T_{j0}$. Electrons with large $|v_{jn}|$, which can pass through the sheath potential barrier, are supplied a little by the source but mainly by the collisional diffusion in the velocity space. In order to simulate the effects of Coulomb collisions, we apply a binary collision model proposed by Takizuka and Abe[2]. The major procedures of the model are that (1) a particle suffers binary collisions in the time interval $\Delta t$ with an ion and an electron which are chosen randomly in a spatial cell, and that (2) the change in the relative velocity results from a Coulomb interaction. The absolute value and pitch-angle of the velocity $\mathbf{v} = (v_n, v_L^2)$ of a particle is changed by a binary collision, while both total momentum and total energy are conserved. The model describes a collision integral of the Landau form when the time interval is sufficiently small compared with the relaxation time. All the simulation procedures are as follows:

(i) Supply particles in the region $0 \leq x \leq L_S$, as $<v_n^2> = <v_L^2>/2 = T_{j0}/m_j$ where $<$ denotes the average in the velocity space.

(ii) Calculate the density $n_j$ and potential $\phi$.

(iii) Push particles without collisions in a time interval $\Delta t$ by using the leap-frog method; $v_n$ and $x$ are changed.

(iv) Change velocities $\mathbf{v} = (v_n, v_L^2)$ by adding effects of collisions.

(v) Absorb particles at the plate, $x = L$.

Time is advanced by repeating these procedures until the system becomes stationary. The required time steps, $K$, to obtain the steady state solution is estimated as

$$K > 2L/C_s \Delta t \approx 2\sqrt{m_i/m_e} (\omega_p \Delta t)^{-1} (L/\lambda_D)$$

where $C_s$ is the sound speed, $\omega_p$ the electron plasma frequency, and $\lambda_D$ the Debye radius. The required particle number, $N$, for the reliable simulation results is about

$$N = (10-100) (\lambda_D/\Delta x) (L/\lambda_D)$$

where $\Delta x$ is the mesh size (and/or particle size). Both values of $K$ and $N$ are proportional to $L/\lambda_D$. In the real situation, $L/\lambda_D$ is about $10^5$ and it is impossible to perform a simulation. Fortunately, characteristics of divertor plasma is almost unchanged by changing the value of $L/\lambda_D$ except the sheath region near the divertor plate; the size of the sheath region is smaller than $10\lambda_D$. We can choose the value of $L/\lambda_D$ as $10^2 \sim 10^3$ ($K = 10^4 \sim 10^5$ and $N = 10^5 \sim 10^6$), and we can obtain realistic solutions for divertor plasmas by the particle simulation.
3. Results

We perform simulation runs in the wide range of the ratio of collision frequency to bounce frequency of electrons,

\[
\frac{v_{de0}}{v_{be0}} = 10^{-2} \sim 10 ,
\]

where \( v_{de0} \) is the frequency of 90° pitch-angle scattering by ions of an electron with energy of \( m_e v_{te0}^2/2 = T_e0/2 \), and \( v_{be0} = v_{te0}/L \) is the bounce frequency. The ratio, \( v_{de0}/\omega_p \), is artificially increased. The value of \( v_{de0}/v_{be0} \) in a divertor plasma is approximately described by using plasma parameters (the density \( n \) in m\(^{-3}\), electron temperature \( T_e \) in eV, and the length along a field line \( L \) in m ) as

\[
\frac{v_{de}}{v_{be}} \approx 10^{-16} n L / T_e^2 .
\]

This value, in the JT-60 tokamak with \( L \approx 100 \text{m} \), is less than unity for the low density of the scrape-off layer plasma; \( n \approx 10^{18} \text{m}^{-3} \) and \( T_e \gtrsim 100 \text{eV} \), and becomes larger than unity for the high density; \( n \approx 10^{19} \text{m}^{-3} \) and \( T_e \lesssim 100 \text{eV} \). The simulation parameters are \( \omega_p \Delta t = 0.25 \) and \( \Delta x/\lambda_{D0} = 0.5 \), where the electron plasma frequency \( \omega_p \) is defined by the spatially averaged density and the Debye radius \( \lambda_{D0} = \sqrt{T_e0/\omega_p} \). The system length, \( L \), is 100 \( \lambda_{D0} \) and the length of the source region, \( L_s \), is 0.3L. Numbers of ions and electrons in the system are about 2500, respectively. The ion temperature of the source, \( T_{i0} \), is usually equal to the source electron temperature, \( T_{e0} \). The mass ratio, \( m_i/m_e \), is chosen as 400 standardly. The dependence of simulation results on the temperature ratio and the mass ratio is also studied.

The steady state solution for the case of \( v_{de0}/v_{be0} = 1 \) is shown in Fig.1. Spatial profiles of (a) the electrostatic potential \( e\phi/T_{e0} \), (b) particle number in a cell \( N_{cell} \), (c) flow speed \( V_n/v_{te0} \), and (d)(e)(f) mean random energies of ions and electrons are obtained by averaging these quantities in time ( \( 2 < C_{st}/L < 4 \) ). From Fig.1(a), we observe the sheath potential \( \phi_s \) near the plate; \( \phi_s \approx \phi(0.95L) \), and the pre-sheath potential \( \Delta\phi \) due to collisions; \( \Delta\phi = \phi(L_s) - \phi_s \). The dependence of these values on the collisionality are shown in Fig.2. It is clearly seen that the pre-sheath is formed by collisions as well as by the particle source in the region \( 0 \leq x \leq L_s \). The flow speed, \( V_n \), is increased by this pre-sheath potential. Figure 3 shows the collision dependence of the flow energy, \( m_i V_n^2 \), at the divertor entrance \( x = L_s \) (open circle) and before the sheath region \( x = 0.95L \) (black circle). The broken line represents the flow energy normalized by the parallel random energy. We define the sound speed \( C_s \) as \( m_i C_s^2 = m_e \langle v_n^2 \rangle + m_i \langle v_i^2 \rangle \). The flow speed is much greater than the sound speed before the sheath region, and the
Bohm condition for the sheath formation; \( V_n/C_s \geq 1 \), is satisfied.

The parallel random energy, \( \langle \nu^2_n \rangle \), and the perpendicular random energy, \( \langle \nu^2_1 \rangle \), have different values each other. This is mainly caused by the different forms of the energy convection; the convection of parallel energy is \( 3m_jV_n\nu^{2}_n,j \), and that of perpendicular energy is \( m_jV_n\nu^{2}_1,j \). The difference of electron energies becomes small as collisions is increased since almost electrons are trapped in the system by the sheath potential and the collisional relaxation is effective, while the relaxation of ion-energy difference is small even for \( \nu_{di} \sim \nu_{bi} \). These relaxations are shown in Fig.4. Figure 5 shows the velocity distribution of electrons and ions in the region \( 0.5 \leq x/L \leq 0.6 \) for the cases of (a) \( \nu_{de0}/\nu_{be0} = 1 \) and (b) \( \nu_{de0}/\nu_{be0} = 10^{-2} \). The distribution function of electrons is almost a truncated Maxwellian rather than a shifted Maxwellian. The truncation velocity is about \( \nu_n = -(2e\phi_s/m_e)^{1/2} \) for the electron distribution near the divertor plate. The parallel temperature and perpendicular temperature of electrons are much different for the rare-collisional case as is mentioned above. The ion distribution is much distorted from a Maxwellian even in the collisional plasma.

Next we study the dependencies of the solutions on the temperature ratio, \( T_{10}/T_{e0} \), and on the mass ratio, \( m_i/m_e \). Figure 6 shows the flow energy before the sheath region (open circle) for the case that \( \nu_{de0}/\nu_{be0} = 1/3 \). The energy depends on \( T_{10}/T_{e0} \) because the sound speed is changed by the value of \( T_{10}/T_{e0} \). The parallel random energies of electrons and ions are also shown in Fig.6 by black circles. The ion random energy, \( m_i\nu^{2}_{n,i} \), has a finite value even for \( T_{10} = 0 \), because ions supplied at various positions in the source region gain various energies from the potential. By replottting the flow energy with regard to the energy of the sound speed, \( m_i\nu^{2}_{s} = m_e\nu^{2}_{n,e} + m_i\nu^{2}_{n,i} \), we have the linear relation as shown by the broken line. The mass ratio dependences of the sheath potential and the pre-sheath potential are shown in Fig.7 for the case that \( \nu_{de0}/\nu_{be0} = 3 \). If we assume the electron distribution function as a truncated Maxwellian near the divertor plate, we obtain an equation for the sheath potential,

\[
\frac{e\Delta \phi}{T_e} = \frac{1}{2} \ln \frac{m_i}{2\pi m_e} \frac{T_e}{m_i V_n},
\]

where \( T_e \) is equal to \( m_e\nu^{2}_{n,e} \). The large-velocity part of the distribution function, \( \nu_n \geq (2e\phi_s/m_e)^{1/2} \), however, has a small value compared with a Maxwellian with the temperature \( T_e \). Therefore, the value of the sheath potential is smaller than the predicted value and the mass ratio dependence is a little changed. We find from Fig.7 that the pre-sheath potential, \( \Delta \phi \),
depends weakly on the mass ratio.

4. Summary and discussion

We have studied the divertor plasmas by a one-dimensional electrostatic particle code with a binary collision model. The collision dependence of characteristics of scrape-off layer plasmas is clarified. Coulomb collisions play a very important role to supply electrons with large velocities. The pre-sheath is formed by the collisional relaxation of velocity distribution as well as by the particle source.

Now we comment on the fluid equations for the analyses of divertor plasmas, on the basis of the results of the particle simulation. It is necessary for fluid equations that the parallel temperature, $T_\parallel$, and the perpendicular temperature, $T_\perp$, must be treated separately. The sound speed defined by the parallel temperature, $C_s = [(T_{\parallel e} + T_{\parallel i})/m_e]^{1/2}$, is found not to be a monotonically decreasing function, and the Mach number, $M = V_{\parallel e}/C_s$, can exceed unity as is shown in Fig.8(a) for $v_{de0}/v_{be0} = 1$. The point of $M = 1$ is the local maximum point of $C_s$ in the source-less region:

$$C_s(1-M^2)(dM/dx) = M(1+M^2)(dC_s/dx).$$

The energy flow consists of $V_{\parallel e}(3T_{\parallel e}+2T_{\parallel i})$ and $m_{\parallel} v_{\parallel e}^2$, and $m_{\parallel} v_{\parallel i}^2$, which are shown in Fig.8(b) for $v_{de0}/v_{be0} = 1$. The energy flow of $<\tilde{\nu}_n v^2>$ is usually replaced by the parallel conduction as

$$m <\tilde{\nu}_n v^2> \sim -(v_{\parallel e}^2/v_{\text{coll}}) (dT/dx)$$

This relation is derived from the equation of the third moment, by considering the above two terms are dominant in the equation. Another terms in the third moment equation is important, however, for the analyses of the scrape-off layer plasmas. Fluid equations from zeroth to third may be necessary, while the boundary conditions are not found at presence.
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Figure captions

Fig. 1 Spacial profiles of (a) electrostatic potential $\phi$, (b) particle number in a cell $N_{\text{cell}}$, (c) flow speed $V_n$, (d) mean random energies $m_j\langle v^2 \rangle$ of ions (thick line) and electrons (thin line), (e) mean perpendicular random energies $m_j\langle v_{n}^2 \rangle$, and (f) mean parallel random energies $m_j\langle v_{\parallel}^2 \rangle$ in a scrape-off layer plasma. The electron collision frequency $\nu_{\text{de0}}$ is equal to the electron bounce frequency $\nu_{\text{be0}} = L/v_{\text{te0}}$. The source region is $0 \leq x/L \leq 0.3$, and the source temperature of ions $T_{i0}$ is equal to that of electrons $T_{e0} = m_e \nu_{\text{te0}}^2$. The mass ratio $m_i/m_e$ is 400.

Fig. 2 Collision dependence of potential for $T_{i0}/T_{e0} = 1$ and $m_i/m_e = 400$. The sheath potential $\phi_s$ and the pre-sheath potential due to collisions $\Delta \phi$ are normalized by the parallel random energy of electrons $m_e\langle v_{n}^2 \rangle$ (broken line).

Fig. 3 Collision dependence of flow energy for $T_{i0}/T_{e0} = 1$ and $m_i/m_e = 400$. The flow is accelerated by the pre-sheath potential from the divertor entrance $x/L = 0.3$ (open circle) to the front of the plate $x/L = 0.95$ (black circle). The energy is normalized by the energy of sound speed $m_e\langle v_{n}^2 \rangle_e + m_i\langle v_{n}^2 \rangle_i$ (broken line).

Fig. 4 Collision dependence of mean random energies of (a) electrons and (b) ions for $T_{i0}/T_{e0} = 1$ and $m_i/m_e = 400$. Open circles (parallel random energy) and open triangles (perpendicular random energy) represent values at the divertor entrance $x/L = 0.3$, and black circles and black triangles represent values before the plate $x/L = 0.95$.

Fig. 5 Velocity distribution of electrons and ions for the cases of (a) $\nu_{\text{de0}}/\nu_{\text{be0}} = 1$ and (b) $\nu_{\text{de0}}/\nu_{\text{be0}} = 10^{-2}$.

Fig. 6 Dependence of flow energy on temperature ratio for $\nu_{\text{de0}}/\nu_{\text{be0}} = 1/3$. The flow energy is proportional to the energy of sound speed $m_e\langle v_{n}^2 \rangle_e + m_i\langle v_{n}^2 \rangle_i$ as seen from the broken line.

Fig. 7 Dependence of potential on mass ratio for $\nu_{\text{de0}}/\nu_{\text{be0}} = 3$. The sheath potential $\phi_s$ is proportional to $\ln(m_i/m_e)$.

Fig. 8 Spacial profiles of (a) flow speed and (b) energy flow for $\nu_{\text{de0}}/\nu_{\text{be0}} = 1$, $T_{i0}/T_{e0} = 1$, and $m_i/m_e = 400$. 
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I. Neutral Effects at the Plasma Edge and the Ideal Numerical Model

Transport of mass, momentum, and energy by neutral particles is an important effect at the edge of the plasma in a tokamak, where plasma neutralization at limiters or in divertors occurs. Phenomena affected by this transport include the overall power balance of the discharge, the pumping performance of pump and getter systems, the particle and energy fluxes onto the device walls, the erosion of the device walls due to impact sputtering, and the overall plasma confinement quality. Similar effects occur in the functioning of other magnetic confinement systems such as mirror machines.

Knowledge of the neutral population is also important in the design and analysis of experiment diagnostics such as neutral particle emission analysers, $\text{H}_\alpha$ emission detectors, and pressure gauges.

The ideal, complete neutral transport model should include:

(1) All important neutral-plasma reactions for all hydrogenic atomic and molecular species, including excitation/radiation effects, over a temperature range of from 1 to a few $10^4$ eV,

(2) The transport of light neutral impurities such as $\text{He}^+$, $\text{Ne}^+$, and $\text{Ar}^+$,

(3) Neutral-neutral elastic scattering, which becomes important when the ambient neutral density is above $10^{14}$ cm$^{-3}$,

(4) Realistic wall reflection and impact sputtering models for incident energies from 1 to $10^4$ eV,

(5) Realistic models for the desorption of particles from walls, including wall saturation effects, and

(6) An easily modified, three-dimensional, description of device
The numerical solution should also be small and fast enough so that it can be included in plasma fluid or transport codes.

II. The DEGAS code

Modeling neutral particle transport in a plasma is very similar to the calculation of neutron transport [Gr] for which there is a large literature on both analytic and Monte Carlo methods of solutions. Analytic methods typically include physical models which are simply described, in geometries with symmetries [Au et al, Bur, Gil et al, Tam] while Monte Carlo solutions, though computationally much slower and perhaps less illuminating, can be used to treat physical processes with very detailed models in arbitrary geometries [P M, Cup et al, Ho, Hu P, R N, Seki et al]. Since our original intention was to study the effects of various physical processes on neutral transport, we ignored computational elegance and chose the Monte Carlo approach.

We describe here, then, our recent work in modeling neutral transport using the three-dimensional Monte Carlo code DEGAS. The DEGAS code at present includes the following parts of the ideal model:

(1) The set of neutral-plasma reactions listed in Table I for hydrogenic atoms and molecules. Neutral-ion reactions are computed as functions of ion temperature and neutral energy. Electron impact ionization of hydrogen includes the effects of multi-step ionization, hence is a function of both electron density and temperature. Reaction rates for these reactions are were taken from the data and formula in [F J, J, We]. Since these
TABLE I
Neutral-Plasma reactions in DEGAS

**Charge-exchange:**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H^0 + H^+ + H^+ + H^0 )</td>
<td>( H^0 + H^+ + H^+ + H^0 )</td>
</tr>
<tr>
<td>( H^0 + H^+ + H^+ + H^0 )</td>
<td>( H^0 + H^+ + H^+ + H^0 )</td>
</tr>
<tr>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
</tr>
<tr>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
</tr>
</tbody>
</table>

**Ion-impact ionization:**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H^0 + H^+ + 2H^+ + e^- )</td>
<td>( H^0 + H^+ + 2H^+ + e^- )</td>
</tr>
<tr>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + H^+ + e^- )</td>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + H^+ + e^- )</td>
</tr>
<tr>
<td>( H^0 + H^+ + H^+ + H^0 )</td>
<td>( H^0 + H^+ + H^+ + H^0 )</td>
</tr>
<tr>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
</tr>
<tr>
<td>( H^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
<td>( H^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
</tr>
<tr>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
<td>( \text{He}^0 + \text{He}^{+} + \text{He}^{+} + \text{He}^0 )</td>
</tr>
</tbody>
</table>

**Electron-impact ionization:**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e^- + H^0 + H^+ + 2e^- )</td>
<td>( e^- + H^0 + H^+ + 2e^- )</td>
</tr>
<tr>
<td>( e^- + \text{He}^0 + \text{He}^{+} + 2e^- )</td>
<td>( e^- + \text{He}^0 + \text{He}^{+} + 2e^- )</td>
</tr>
<tr>
<td>( e^- + H^0 + H^+ + 2e^- )</td>
<td>( e^- + H^0 + H^+ + 2e^- )</td>
</tr>
</tbody>
</table>

**Electron-dissociation:**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e^- + H_2 + 2H^0 + e^- )</td>
<td>( e^- + H_2 + 2H^0 + e^- )</td>
</tr>
<tr>
<td>( e^- + H_2 + H^0 + H^+ + 2e^- )</td>
<td>( e^- + H_2 + H^0 + H^+ + 2e^- )</td>
</tr>
<tr>
<td>( e^- + H_2 + 2H^0 + e^- )</td>
<td>( e^- + H_2 + 2H^0 + e^- )</td>
</tr>
<tr>
<td>( e^- + H_2 + H^0 + H^+ + e^- )</td>
<td>( e^- + H_2 + H^0 + H^+ + e^- )</td>
</tr>
<tr>
<td>( e^- + H_2 + 2H^+ + 2e^- )</td>
<td>( e^- + H_2 + 2H^+ + 2e^- )</td>
</tr>
</tbody>
</table>
references are now somewhat outdated, and even partially incorrect, we plan to include the results of a more recent survey of reactions [Jan et al] in the near future. This survey includes additional data on molecular vibrational excitation rates, and neutral-plasma elastic scattering processes.

(2) Transport of He\textsuperscript{+} (cf. Table I). Inclusion of Ne\textsuperscript{+} and Ar\textsuperscript{+} is expected soon.

(3) No neutral-neutral elastic scattering processes. Including these would require a change in the program architecture, computing the neutral density iteratively, and we do not plan to do this in the near future.

(4) Reflection models using both experimental data and results of numerical simulation from: (a) the TRIM code for normal particle incidence and incident energy, \(E_{in}\), greater than 100 eV [ZV], (b) empirical fits for normal incidence and \(E_{in} > 1\) keV from [Ta et al], (c) theoretical fits for \(E_{in} < 100\) eV from [Sim et al, Bas], and (d) the MARLOWE code [Rob et al], for H, D, T, and He + Fe, for arbitrary incident angles and \(E_{in}\) from 50 to 1000 eV. Impact sputtering is computed as a function of target species, incident particle species, energy, and polar angle using the empirical fitting routine DSPUT [Sim et al].

(5) A simplified wall desorption model, where atoms and molecules which stick to the wall are assumed to desorb immediately as
molecules (hydrogen species), or atoms (all other species) at the wall temperature,

(6) Fully three-dimensional geometries (Fig. 1).

The numerical methods used in DEGAS have been described elsewhere in great detail [Re et al 1, H P], and will not be discussed here. DEGAS has been successfully combined and run iteratively on a production basis with a number of plasma codes, including the 1-D fluid model of D. Post described elsewhere in this workshop, the SOLID 1-D, two fluid model [S L], the PLANET 2-D, two-fluid code [Pet et al 1], and the BALDUR 1-D radial transport code [Sil et al].

In the past year we have given emphasis to supporting the use of these codes to model existing experiments (Table II), and to using this modeling experience in the design of a number of proposed experiments (Table II). We describe next two of these modeling projects: neutral transport in the PDX divertor, and calculation of the pumping performance of the proposed ALT-II pump-limitar experiment.

III. Application 1: Neutral Transport in the PDX Divertor

Recent studies of the existence of H-mode discharges in PDX, ASDEX, and D-III [Wa et al, Ka et al, Oh et al] have raised questions about particle refueling through divertors. Two of the more important questions concern the degree of multiple recycling of particles in the divertor, that is, determining the divertor particle confinement time, and, the related question of the conductance of the plasma filled channels in the closed divertors.
Recent Modeling of Divertor Experiments

ASDEX - Computing divertor recycling in H-Mode discharges [Sch et al]; Ar transport through the plasma-plugged divertor throat (K-G. Rauh, IPP-Garching); and analysis of charge-exchange emission spectra (F. Wagner, IPP-Garching).

PDX - Computing overall neutral particle recycling [Dyl et al, He et al 2, Pe et al 2]

DITE - Computing recycling and the power balance in the bundle divertor [Pie et al].


Recent Modeling of Limiter Experiments

PDX - Analysis of pumping by Zr-Al getters [H C]; analysis of the scoop-limiter experiment [Bud et al].

PLT - Analysis of LENS (Low Energy Neutral Spectral analyzer) results (D. Ruzic, PPPL).

TFTR - Computation of D and T wall inventories [Bas et al]; analysis of the Zr-Al getter system (D. Heifetz, PPPL).

ISX - Modeling of the pumping performance of the pump limiters [Ev et al].

Recent Experiment Design Work

ALT-I (TEXTOR) - Aiding in the design of diagnostics [Bol et al].

ALT-II (TEXTOR) - Prediction of the pumping performance of various proposed pump-limiter designs [Con et al].

ASDEX UPGRADE - Computation of global neutral transport [Wun et al].

TFCX/INTOR - Analysis of proposed divertor and limiter designs [Pet et al 4, Bol].

MARS - Modeling of neutral transport in the halo (W. Barr and W. Kumai, LNLL).
Modeling of the H-mode has been done using fluid treatments of varying sophistication [M H, Pet et al 2, S L, Shi et al, Po et al, Sai et al, G P]. I will describe here calculations of neutral transport in the PDX divertor (Fig. 2), where the plasma was described from experimental data, and assumed to remain constant during the calculation. This approach was designed to focus on issues involving the neutral transport alone, such as atomic physics, wall reflection, and wall desorption physics.

We began by constructing a consistent picture of the gas pressure, $H_a$ radiation, and line average density measured in the divertor dome, for a series of ohmically heated discharges with varying main chamber line average densities [Dyl et al]. In particular we hoped to explain the variation of dome pressure (Fig. 3a), which increased exponentially as the mid-plane line-averaged density, $\bar{n}_e(m)$, increased from 1 to $3 \times 10^{13}$ cm$^{-3}$, and then saturated for $\bar{n}_e(m)$ above $3 \times 10^{13}$ cm$^{-3}$.

The key unknown from the viewpoint of modeling the neutral transport was the dome electron temperature, $T_e$, because there existed in the data only one Langmuir probe measurement for $T_e$ in the relevant parameter range. We estimated $T_e$ as follows. In the electron density and temperature ranges expected in the divertor, the $H_a$ light emission, $\Gamma$, varies approximately (Fig. 3b) as

$$\Gamma = K n_o n_e^\alpha (T_e) ^\alpha, \quad \alpha = 5.3 \text{ for } T_e < 5 \text{ eV}, \quad \text{and } 1.0 \text{ for } 5 < T_e < 60 \text{ eV},$$

where $n_o$ is the density of atomic hydrogen and $K$ is a constant. Assuming $n_o$ is proportional to the neutral pressure (Fig. 3a), we can then determine the variation of dome $T_e$ since we know that of the dome line-averaged density.
\( \bar{n}_e(d) \), and the dome \( H_\alpha \) light emission.

The resulting plot for \( T_e \), scaled at one point with the data from a Langmuir probe, is shown in Fig. 3c. Note that \( T_e \) falls below 10 \( eV \) for \( \bar{n}_e(m) \) above \( 3 \times 10^{13} \) cm\(^{-3}\).

Using this data for \( \bar{n}_e(d) \) and \( T_e \), neutral transport was computed. The calculated dome neutral pressures and \( H_\alpha \) emission rates are shown in Figs. 3a and 3c. The calculated \( H_\alpha \) emission rates agreed qualitatively with that measured, and the computed and measured neutral pressures agreed quantitively when a flow velocity Mach number of 0.11 was used. (No attempt was made for a quantitative comparison of absolute \( H_\alpha \) emission intensities.)

We thus felt that we had a self-consistent picture of the neutral-plasma behaviour in the divertor, as well as insight into low temperature plasma recycling behaviour. An indirect measurement of \( T_e \) comes from noting that OII (4415A) emission cuts off as \( T_e \) drops below 10 \( eV \), and one experimental measurement did see a cutoff of OII emission at \( \bar{n}_e(m) = 4 \times 10^{13} \) cm\(^{-3}\). Now the cooling of \( T_e \) to under 10 \( eV \) reduces the ionization probability of atoms, making the plasma more transparent to the neutrals. This reduces the ability of the divertor to maintain neutral pressure, and explains the saturation of the pressure as shown in Fig. 3a. An extreme example of this may have occurred in the collapse of the pressure seen during high flow gas fueling in the dome, as the plasma loses its ability to ionize, and the divertor channel becomes completely transparent.

Encouraged by our model's achievements, we applied the same methodology to the three phases of PDX discharges exhibiting H-mode behavior: the ohmic (OH), the pre-transition (PT), and the H-mode phases (H) [He et al 2]. We now...
had extensive data on the plasma parameters [O et al]. Using this information we computed two-dimensional distributions of neutral temperatures, densities, and pressures such as the one shown in Fig. 4.

The one variable we focused on was again the measured dome pressure (Table III), which rose monotonically during the discharge. Our initial calculations resulted in pressures 1.5 - 2 times those measured (Table III), and even worse, showed a peak pressure during the PT phase. We then questioned the assumption that all device walls were saturated, and did no net pumping during the discharge; that is, that all absorbed particles desorb immediately as molecules. We introduced a pumping fraction, $\gamma$, defined as that fraction of sticking atoms which do not desorb during the neutral profile. In particular, the higher the saturation of the wall, the smaller the value for $\gamma$.

Results when $\gamma = 0.1$ are listed in Table III. The calculated pressures decreased from the $\gamma=0$ cases, agreeing with the measured values during both the OH and PT phases. However they still peaked in the PT phase. Re-adjusting $\gamma$ further, we achieved agreement when $\gamma = 0.09$ in the PT phase, and $\gamma = 0.04$ in the H phase, and convinced ourselves that $\gamma$ should decrease during the discharge as the walls became more saturated. This wall pumping model resulted in a pumping rate by the walls roughly equal to the rate of dome fueling, 20 Torr-l/s, applied during a typical discharge. We also note, however, that we cannot explain the good agreement our modeling of the ohmic discharges achieved described above, where $\gamma=0$ was used.

Table IV gives the overall divertor-main discharge refueling balance. Particle plugging, the fraction of neutrals reionized in the divertor, increased from 0.60 to 0.73 from the OH to the PT phases, but then dropped to
Table III

**PDX Dome Pressure During an H-Mode Discharge**

(10^-4 Torr)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Measured</th>
<th>(\gamma=0.0)</th>
<th>(\gamma=0.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH</td>
<td>1.8</td>
<td>2.4</td>
<td>1.8</td>
</tr>
<tr>
<td>PT</td>
<td>2.3</td>
<td>4.9</td>
<td>2.2</td>
</tr>
<tr>
<td>H</td>
<td>2.9</td>
<td>4.3</td>
<td>2.1</td>
</tr>
</tbody>
</table>

\(\gamma\) is the fraction of non-reflected atoms assumed to be retained in the wall during the discharge. Agreement with measured pressures was obtained when \(\gamma = 0.09\) in the PT phase, and \(\gamma = 0.04\) in the H phase.

Table IV

**Particle Recycling During a PDX H-Mode Discharge**

<table>
<thead>
<tr>
<th>Phase</th>
<th>Fraction Re-ionized in Divertor</th>
<th>Fraction Absorbed by Walls</th>
<th>Fraction Returned to Main Discharge</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH</td>
<td>0.60</td>
<td>0.22</td>
<td>0.18</td>
</tr>
<tr>
<td>PT</td>
<td>0.73</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td>H</td>
<td>0.70</td>
<td>0.14</td>
<td>0.16</td>
</tr>
</tbody>
</table>
0.70 during the H phase. In all cases the fraction of particles returned to
the main discharge was between 15-18 percent. These results are significant
in that many scenarios of H-mode functioning are based on the change in the
nature of particle refueling during the discharge, and it is not clear from
our results how much of a change occurs. Perhaps the energy of the neutrals
transmitted through the divertor throat also affects the recycling.

We finish by noting that recent two-dimensional measurements of Hα light
in the main chamber and divertor dome [Grek et al] showed a peak in intensity
at a point in the main chamber below the coil casing beneath the PDX
neutralizer plates. Our results predicted that the peak occurred in front of
the plates. Thus there are a number of pieces of the picture which presently
do not fit together.

IV. Application 2: Performance of the ALT-II Pump Limiter

The pumping performance of the proposed ALT-II experiment on TEXTOR [Con
et al] depends on the neutral pressure at the pump duct openings. This
pressure is created as plasma strikes the neutralizer plates. We have made a
self-consistent calculation of parallel plasma transport and neutral transport
using the one-dimensional fluid model of D. Post, described in this workshop,
coupled with DEGAS.

The proposed design, which features 12 neutralizer plates positioned
above pump duct openings, is shown in Fig. 5 along with the model geometry.
Neutral transport was calculated in a fully three-dimensional geometry, while
the plasma was modeled by dividing the plasma into four strips at the four
minor radii 51.75, 52.75, 53.75, and 54.75 cm. At a point far away from the
neutralizer plate the plasma densities at these radii were 5.0, 3.6, 2.5, and
Results for the electron densities and temperatures near the plate are shown in Fig. 6. The densities near the plate have risen by factors of 2-3 over the values far from the plate, and the temperatures have dropped by more than a factor of 2. Of the plate current 6.9% was pumped.

A quantity related to pumping is the enhancement of particle flux at the plate. Defining $R$ as the ratio of particle flux at the plate to the flux 10 cm from the plate, we calculated that $R = 4.9, 4.3, 3.1,$ and $2.0$ at the minor radii of $51.75, 52.75, 53.75,$ and $54.75$ respectively. (These values were much higher than observed on the PDX scoop [Bud et al], for example, and the model has not been verified as yet with any other experiment.) If we do factor $R$ into our pumping calculation, and assume that 30% of the total plasma efflux enters beneath the blade, the net result is that about 8.4% of the total plasma efflux would be removed.

It may be possible to raise $R$ still further by puffing gas at a point beneath the limiter blade directly in front of the plate. To see the effect of such fueling, a source of 10 Torr-l/s of 300K molecules was added to the model calculation. The resulting plasma densities and temperatures are shown in Fig. 6. The densities were more highly peaked at the plate than when puffing was absent. The temperature dropped further within the first 20 cm from the plate by a factor of more than 2 to under 7 eV across the entire plate. The value of $R$ increased to 6.4 at the top of the plate. Thus the introduction of 10 Torr-l/s of puffed gas transformed a plasma with relatively flat $n$ and $T$ profiles along field lines near the plate to a plasma with significant gradients in $n_e$ and $T_e$ over a relatively short distance.
The higher $n_e$, lower $T_e$ plasma also seemed to enhance pumping of ions recycling at the plate. The fraction of the flux at the plate that was pumped increased to 9.2% from the 6.9% for the pure recycling case. This net increase might have been due to the lower $T_e$ in the puffing case, because the reaction rate for electron impact ionization of H in the non-puffing case is 3.7 times higher than in the puffing case. Thus the neutral particle attenuation from the plate to the duct opening is less in the low $T_e$ case.

V. Future Development of DEGAS

The physical models in DEGAS are continually being modified as experimental data are made available and new theoretical models are developed. A parallel effort is also being made to include anomalous phenomena in order to match results from tokamak experiments.

DEGAS at present is a big and slow computer code since, as we mentioned, it was written to test the effects of different physical processes on the neutral transport, with little attention being paid to speed optimization or code size. We also wrote the code so as to be able to treat a wide range of problems, and this approach added to its complexity. The program size is determined mainly by the lengths of its many storage arrays, and their sizes can be adjusted to the needs of a particular problem by using FORTRAN PARAMETER statements. Speeding up a Monte Carlo code by making use of the present generation of vector computers is typically done by writing the algorithm to follow batches of test flights at a time. At the present, however, this would require a great deal of re-writing of DEGAS, which is beyond our present resources.
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Fig. 1. Cut away drawing of the DITE bundle divertor Mk II (top), and the bundle divertor as modeled in three dimensions by DEGAS (bottom). By symmetry only half the device was included.
Fig. 2. Poloidal cross-section of the closed PDX divertor (top), and the divertor as modeled in DEGAS (bottom).
Fig. 3a. Measured dome pressure, $P$, as a function of the line-averaged plasma density, $\bar{n}_e(m)$, in the main chamber.
Fig. 3b. The fraction of D⁰ excited to the n=3 level, as a function of electron temperature, $T_e$, and density, $n_e$. At $n_e = 10^{12}$ cm$^{-3}$, this fraction varies as $T_e^{5.3}$ for $1 < T_e < 5$ eV, and $T_e^{1.0}$ for $5 < T_e < 60$ eV.
Fig. 3c. Divertor electron temperature, $T_e$, as a function of the line-averaged plasma density, $\bar{n}_e(m)$, in the main chamber.
Fig. 4. Two-dimensional variation of the $D^0$ density pressure during the ohmic phase of a typical H-mode PDX discharge.
Fig. 5. A proposed ALT-II pump limiter design (top), where the limiter blade is axisymmetric, underneath which lie twelve deflector plate/pump duct combinations around the torus, and the ALT-II geometry as modeled (bottom). In the model the plasma beneath the limiter blade was divided into four strips, and a 1-D fluid treatment was applied independently to each strip.
Fig. 6. ALT-II calculated plasma density \((n)\) and temperature \((T)\) as a function of minor radius \((r)\) and the distance along a field line from the neutralizer plate.
Hydrogen Recycling at Wall Surfaces

K. Sone
Japan Atomic Energy Research Institute,
Tokai-mura, Naka-gun, Ibaraki-ken 319-1

In the previous paper [1], the effect of hydrogen trapping action of the wall on hydrogen recycling rate in a limiter configuration of the JT-60 tokamak has been discussed for three wall materials Inconel, Mo and TiC for the case of 20 MW neutral beam injection used. All wall and limiter surfaces of JT-60 will be coated with TiC of 20 μm in thickness, and so the discussion on TiC is particularly important. In this abstract is described the effect of chemical sputtering and titanium oxide formation, both of which are especially important in the case of TiC coating.

A modelling of hydrogen particle balance and recycling at the wall was described in detail in ref.[1]. Various particle fluxes are defined as shown in fig.1. The steady state recycling coefficient $R$ at the wall alone is given by

$$R = 1 - \frac{1 - \alpha}{b(1 - \alpha) + \alpha} \frac{\Gamma_{\text{NBI}}}{\Gamma^+} ,$$

where $\alpha$ is the fraction of the total neutral influx which leave the plasma as charge exchange neutrals, $b$ the fraction of the total influx of impinging ions to the wall. The total flux of ions leaving the plasma can be derived from the particle confinement characteristics as $\Gamma^+ = nV/\tau_P$, where $n$ is the
average particle density in the plasma, $V$ the plasma volume and $\tau_p$ the particle confinement time. Using eq.(1), we obtain a criterion for keeping a constant particle density $n$ when high energy neutrals of flux $I^{\text{NBI}}$ are injected during a discharge. When the recycling coefficient is less than $R$, the pumping rate by the wall is predominant. In such a case, we need to feed a suitable amount of hydrogen gas from outside the plasma to keep $n$ value constant. On the contrary, when the recycling coefficient is greater than $R$, we need to pump an excess amount of hydrogen gas.

To treat the hydrogen recycling quantitatively, it is assumed here that the following three phenomena, backscattering, diffusion from the bulk and saturation overflow, are responsible for the re-emission of the particles incident onto the wall. A one-dimensional diffusion equation for the particles penetrating into the bulk is given as

$$\frac{\partial c(x,t)}{\partial t} = D \frac{\partial^2 c}{\partial x^2} + G(x), \quad (2)$$

where $D$ is the diffusion coefficient of hydrogen in the wall, $c(x,t)$ the concentration of hydrogen atoms at depth $x$ and time $t$, and $G(x)$ the source term of hydrogen atoms at depth $x$. The source term $G(x)$ for random incidence is given by

$$G(x) = \int_0^{\pi/2} d\theta \int_0^\infty dE \sin 2\theta \cdot f(E) \cdot \rho_0(x,E,\theta), \quad (3)$$

$$\rho_0(x,E,\theta) = \frac{2}{\sqrt{\pi}} \frac{J_o[1-B(E,\theta)]}{\Delta R_p[l+\text{erf}(\epsilon_o)]} \exp \left[ -\frac{(x-R_p \cos \theta)^2}{2\Delta R_p^2} \right], \quad (4)$$
where \( \varepsilon_0 = \frac{R_p \cos \theta}{\sqrt{2} \Delta R_p} \), \( \theta \) is the angle of incidence with respect to the surface normal, \( J_0 \) the incident flux density of hydrogen atoms per unit area, \( R_p(E) \) the projected range of hydrogen atom of energy \( E \), \( \Delta R_p(E) \) the range straggling of hydrogen atom of energy \( E \), and \( B(E, \theta) \) the backscattering coefficient of hydrogen atom incident with energy \( E \) and angle \( \theta \). Gaussian range distribution of implanted particles is assumed here, eq. (4), in the case of random incidence. The range parameters \( R_p(E) \) and \( \Delta R_p(E) \) are calculated from the LSS theory [2,3].

Note that the factor \( 1 - B(E, \theta) \) is multiplied with the normalization constant in the right hand side of eq. (4) to give the actual number of implanted particles by excluding the backscattered fraction. The following empirical formula for \( B(E, \theta) \) is used in the calculations:

\[
B(E, \theta) = B_\circ(E) + [1 - B_\circ(E)](1 - \cos \theta)^2,
\]

where \( B_\circ(E) \) is the backscattering coefficient for perpendicular incidence. This formula gives a good approximation, which we have confirmed by comparing it with a result from TRIM code calculation [4].

Surface compositional changes of the TiC wall is expected to occur by the bombardment with energetic charge exchange neutrals. One of them is carbon atom depletion from the TiC wall surface, which is mainly due to by chemical sputtering to form \( \text{CH}_4 \) and preferential sputtering of C atoms, lighter element of TiC. It finally makes the TiC wall surface a Ti-rich one at a high fluence of hydrogen, \( \sim 1 \times 10^{19} \text{H/cm}^2 \) [5]. The Ti-rich surface reacts with residual oxygen gas, but oxygen molecules reacts more easily with high flux hydrogen atoms, so that the
oxidation of Ti will not occur, theoretically. In practical tokamak machines, however, the Ti-rich surface will eventually get into oxidation from the following reasons: 1) sources of oxygen can not be eliminated, 2) oxidation goes on during interruption between discharge shots, 3) oxide once formed can not be reduced by atomic hydrogens within discharge duration. This has been observed so far in the decrease of gettering action of Ti flashed wall surfaces with increasing discharge shots in a number of conventional tokamaks. Therefore, we consider here hydrogen recycling at Ti and TiO₂ walls as well as TiC.

The calculated results from an empirical formula for B₀(E) by Tabata et al. [6] in Ti are used in the calculations. For TiC, average data of B₀(E) compiled by Eckstein and Verbeek [4] are used in low energy region (<1 keV), and experimental data by Schneider and Verbeek [7] are used in higher energy region ( ≥2.5 keV). For TiO₂, the same data as for TiC are used here.

The boundary conditions of the diffusion equation (2) are given as follows: for TiC and TiO₂,

\[ c(0,t) = c(d,t) = 0, \]

for Ti,

\[ \left. D \frac{\partial c}{\partial x} \right|_{x=0} = K_r c(0,t)^2 \quad \text{at inner surface}, \]

\[ \left. -D \frac{\partial c}{\partial x} \right|_{x=d} = K'_r c(d,t)^2 \quad \text{at outer surface}, \]

where \( K_r \) and \( K'_r \) are the recombination coefficients of hydrogen atom at inner and outer surfaces, respectively. The values of the recombination coefficients are estimated from the formula by Baskes [8].
Concerning the diffusion coefficients $D$, the following values in units of $\text{cm}^2/\text{s}$ are used in the calculations:

- $D(T) = 0.018 \exp(-1.25 \times 10^4 [\text{cal/mol}/RT]),$ for Ti [9],
- $D(T) = 1.31 \times 10^{-12} \exp(-3.05 \times 10^3 [\text{cal/mol}/RT]),$ for TiC [10],
- $D(T) = 1.80 \times 10^{-5} \exp(-1.36 \times 10^4 [\text{cal/mol}/RT]),$ for TiO$_2$ [11],

where $T$ is the wall temperature (in K), and $R$ the gas constant. In the case of TiO$_2$ the normal diffusion coefficient in unbombarded materials is divided by $10^2$ for the present re-emission calculation.

Hydrogen is re-emitted from the bulk of the wall when the hydrogen concentration $c(x,t)$ derived from the diffusion equation (2) exceeds the saturation concentration $N_{\text{SAT}}$. The measured data of $N_{\text{SAT}}$ (in units of $\text{H/cm}^3$) are used: $N_{\text{SAT}} = 1.27 \times 10^{23}$ for Ti [12] and $2.5 \times 10^{22}$ for TiC [13]. The same value of $N_{\text{SAT}}$ for TiO$_2$ is assumed here as for TiC.

Since we have no computed results of the energy distribution function $f(E)$ for charge exchange neutrals in JT-60, it is assumed here to be Maxwellian. Although this is an approximation, it is not a bad one judging from other computed results [14,15]. A computer programme using the Crank-Nicolson equations have been made to solve eq.(2) under the boundary conditions and calculate numerically the hydrogen re-emission rate as a function of time and wall temperature.

It is reasonable to give zero to the value of $b$ in eq.(1), since almost all ions leaving the plasma hit the limiter. We assume here that $\alpha = 0.3$, which is not an optimistic value judging from a model calculation which yields $0.25 \leq \alpha \leq 0.45$ [15]. As for the injected flux of neutrals, $I_{\text{NBI}} = 2.54 \times 10^{21}$ H/s is
expected in JT-60. Thus we obtain \( R = 1 - 5.92 \times 10^{21}/r^+ \), where \( r^+ = 60n/\tau_p \), since \( V = 60 \text{ m}^3 \) in JT-60. We have calculated here two cases when the incident fluxes of charge exchange neutrals \( \Phi_W^0 \) are \( 1 \times 10^{22} \text{ H/s} \) and \( 3 \times 10^{22} \text{ H/s} \), respectively. These correspond to the flux densities \( J_\phi \) of \( 1 \times 10^{16} \text{ H/cm}^2 \text{s} \) and \( 3 \times 10^{16} \text{ H/cm}^2 \text{s} \), respectively, since the projected area of the wall and limiter is nearly \( 100 \text{ m}^2 \) in JT-60. These also correspond to the cases when the values of \( n/\tau_p \) are \( 3.9 \times 10^{20} \text{ H/m}^3 \text{s} \) and \( 1.17 \times 10^{21} \text{ H/m}^3 \text{s} \), respectively. The former case is for low density (or high \( \tau_p \)) and the latter one for high density (or low \( \tau_p \)). The corresponding values of \( R \) are 0.75 and 0.92, respectively.

Figures 2-4 show the calculated results of \( R \) as a function of time when the energy distribution is assumed to be 400 eV Maxwellian. In the case of Ti, the thickness of the Ti layers is assumed to be 100 Å. Each re-emission curve corresponds to the wall temperature listed in the figure in order from the bottom to the top. Note that the FLUX in these figures means the flux density \( J_\phi \). In table 1 are listed the calculated results of wall temperature regions for 10 s discharge, where the recycling coefficient is suppressed below the \( R \) values estimated above for two cases of \( J_\phi \) of \( 1 \times 10^{16} \text{ H/cm}^2 \text{s} \) and \( 3 \times 10^{16} \text{ H/cm}^2 \text{s} \). It is found in the table that the recycling coefficients in Ti for both cases are less than the \( R \) values at any temperature. But it should be noted that saturation overflow becomes very important in TiC and TiO\(_2\) and often increases the recycling coefficient abruptly. The most realistic is the case for TiO\(_2\) after a number of discharge shots. The results for TiO\(_2\) show a better recycling behaviour than for TiC, because the suitable wall temperature region in TiO\(_2\) shifts to lower temperatures.
which are more realizable than in TiC. Therefore, the surface compositional change of TiC into Ti or TiO₂ will make no undesirable effects on the recycling rate control in JT-60. But it should be noted that hydrogens once trapped in these materials at low temperatures should be desorbed during the discharge off period by using thermal desorption which is available in JT-60 up to 500 °C.

Table 1

Wall temperature regions which satisfy the following conditions for 10 s discharge and 400 eV Maxwellian energy distribution: $R < 0.75$ for $J_o = 1 \times 10^{16} \text{H/cm}^2\text{s}$ or $R < 0.92$ for $J_o = 3 \times 10^{16} \text{H/cm}^2\text{s}$.

<table>
<thead>
<tr>
<th>Material</th>
<th>$J_o = 1 \times 10^{16} \text{H/cm}^2\text{s}$</th>
<th>$J_o = 3 \times 10^{16} \text{H/cm}^2\text{s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiC</td>
<td>150 - 220 °C</td>
<td>300 °C</td>
</tr>
<tr>
<td>Ti</td>
<td>optional</td>
<td>optional</td>
</tr>
<tr>
<td>TiO₂</td>
<td>60 - 80 °C</td>
<td>80 - 130 °C</td>
</tr>
</tbody>
</table>
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Figure Captions

Fig. 1 Schematic representation of the flow of the recycled particles.

\( \dot{N}_{\text{NBI}} \): flux of injected high energy neutrals,

\( \dot{N}_{\text{W}} \): total flux of neutrals re-emitted from the wall, which consists of the fluxes due to backscattering, diffusion and saturation overflow,

\( \dot{N}_{\text{W}}^0 \): total flux of charge exchange neutrals impinging on the wall,

\( \dot{N}_{\text{L}} \): flux of neutrals re-emitted from the limiter,

\( \dot{N}_{\text{L}}^+ \): flux of ions impinging on the limiter,

\( \dot{N}_{\text{W}}^+ \): flux of ions impinging on the wall,

\( \dot{N}^+ \): total flux of ions leaving the plasma.

Fig. 2 Calculated recycling coefficients as a function of time and wall temperature in TiC for a Maxwellian energy distribution of 400 eV.

Fig. 3 Calculated recycling coefficients as a function of time and wall temperature in Ti for a Maxwellian energy distribution of 400 eV. a) \( J_0 = 1 \times 10^{16} \text{ H/cm}^2 \text{s} \) and b) \( J_0 = 3 \times 10^{16} \text{ H/cm}^2 \text{s} \).

Fig. 4 Calculated recycling coefficients as a function of time and wall temperature in TiO\(_2\) for a Maxwellian energy distribution of 400 eV.
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IMPURITY TRANSPORT EXPERIMENT BY SURFACE DEPOSITION PROBE IN JIPP T-IIU

M. Mohri and T. Yamashina
Department of Nuclear Engineering, Hokkaido University,
Sapporo 060, Japan

INTRODUCTION

Reduction of metallic impurities in plasma has been realized to be very important in the present day torus devices. There are a number of impurity generation processes such as sputtering, blistering, flaking and evaporation from a viewpoint of first wall surfaces, and arcing, disruption and runaway electron from a viewpoint of plasma. One of the most important objectives in the study of plasma surface interactions is to understand and to control the production of impurities. Ti gettering has been often applied in many torus devices as a standard technique to reduce gaseous impurities.

In the present work we reported the effects of Ti gettering on the generation process of metallic impurities during plasma discharges in JIPP T-IIU.
EXPERIMENTAL

The JIPP T-IIU tokamak device is a modified system of the JIPP T-II stellarator/tokamak device and has been operated since May 1983. The major radius and minor radius are 91 cm and 23 cm, respectively. A schematic representation of the system is shown in Figure 1.

The vacuum chamber is constructed with 304SS. The two fixed ring limiters and a pair of rail limiters are also made of 304SS and are located at the distance of 25 cm and 23 cm, respectively from the center line of plasma as shown in the figure. Four ring-shaped bellows protectors made of Mo are located at the distance of 25 cm from the center line of plasma. The positions of three Ti evaporation sources for gettering and ICRH antennas are also shown in the figure.

The surface deposition probe with a box structure made of 304SS as shown in Figure 2 was inserted in the scrape-off plasma region through the P6 port. Five sides of the probe were mounted with 304SS foils coated with amorphous silicon with a thickness of 1 μm and they are designated as shown in Figure 2. Three identical surface deposition probes were prepared and each one of them was exposed to only one plasma discharge with ICRH heating.

In order to observe the effect of Ti gettering the first surface deposition probe (SDP-1) was exposed to the plasma without any Ti flashings. The second probe (SDP-2) was exposed to the plasma just after the first Ti flashing from a P14 Ti evaporation source in the history of JIPP T-IIU device. Then the third probe (SDP-3) was exposed to the plasma after a number of Ti flashings from p5, p14 and P15 Ti evaporation sources.
RESULTS AND DISCUSSION

PIXE (Particle Induced X-ray Emission) and RBS (Rutherford Back-scattering) measurements showed that Fe, Cr and Ni were major metallic impurities deposited onto the probe. Mo was also observed and its amount was almost one order of magnitude smaller than that of Fe. Figure 3 shows that the depth concentration profiles for impurity elements observed on the P side of the three probes measured by a sputter AES (Auger Electron Spectroscopy) method. Plasma discharge parameters are also included in the figures. Three plasmas can be regarded as almost identical.

Before Ti flashings, about 4% of the surface of P-side was covered by Fe atoms. As shown in figure 1 the Ti flashing from the P14 evaporation source can cover two third of the whole area of the inner vacuum vessel. After the flashing, the amount of Fe impurity deposited on the probe decreased and its surface concentration fell down to less than 1%. However, no Ti signal was observed on the SDP-2 probe by AES analysis.

After Ti flashings from the three Ti evaporation sources, the amount of Fe impurity remarkably decreased and almost the same amount of Ti impurity was observed as shown in Figure 3c. The surface concentration of C and O did not show any significant differences before and after Ti flashings. This may be due to the fact that the probe surface was exposed to the air after the plasma exposure so that the top surface could be contaminated with
hydrocarbons and water vapors. However, if the depth concentration profiles of C and O are compared carefully, one may be able to find that the thickness of oxygen layer in the surface region decreased slightly while that of C slightly increased. Light impurities such as Ca, K and S decreased remarkably after the Ti flashings.

Figures 4a and 4b show VUV spectra of O V and C IV in the main plasma during discharges, respectively. They revealed that the relative amount of O V impurity existing in the main plasma during discharges decreased significantly while that of C IV impurity did not change significantly. A large increase was observed in the signal intensity of Ti VIII as Ti flashings were carried out while a slight decrease in the Fe VIII signal intensity was observed in the VUV spectra of Ti VIII and Fe VIII.

The Ti flashings were found to retard the production and the deposition of Fe impurity. This result is quite reasonable since the surface of the inner wall of vacuum chamber was coated with Ti atoms. However, the increase of Ti deposition was not very large in comparison to the sharp decrease of Fe after Ti flashings. The fact that the amount of O impurity in the main plasma decreased remarkably after the Ti flashings suggest that the deposition of Fe and Ti onto the probe is caused by the sputtering of the wall or limiter surfaces by O impurity from the plasma.
SUMMARY

Fe was the major metallic impurity observed on the surface probe by AES analysis. While its amount decreased remarkably after Ti flashings. This could be interpreted by the reduction of oxygen impurity in plasma which generated Fe impurity from the wall surface through the sputtering process.
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Figure 1. Schematic Representation of JIPP T-IIU

Figure 2. Surface Deposition Probe

I; ion drift side
E; electron drift side
P; plasma front side
U; upper side
D; down side
Figure 3. AES In-depth Composition Profiles or Impurity Atoms Deposited on the Surface Deposition Probe Exposed into JIPP T-IIU Plasma Discharges with and without Ti Flashings.
Figure 4. VUV Spectra of O V and C IV during Plasma Discharges before and after Ti Flashings.
Reacting plasma experiments in a medium-sized tokamak have been planned at IPP-Nagoya, Japan. One of the main subjects of the "R-Project" is to study the details of reacting plasma physics related to the fast alpha-particles produced through D-T reactions. (Table-I) For this purpose the possibility of confined alpha-particle diagnostics has been investigated quantitatively.

Several approaches for this diagnostics have been studied in detail; for example, beam probe method,\(^1\) nuclear reaction method and laser scattering method etc. (Table-II) Among them the beam probe method seems to be the most probable one for this purpose.

The alpha-particle diagnostics by charge exchange method has been planned to be applied on the R-tokamak. The beam velocity of about 0.8\(V_\alpha\) is appropriate in order to obtain a wide spectral range of the velocity distribution of alpha particles and to reduce the beam acceleration power. (Where, \(V_\alpha\) is the initial velocity of alpha particles produced by D-T reactions.)

Although a Li beam is one possible candidate as a probing beam, a \(^3\)He beam is more advantageous from the viewpoints of larger charge exchange cross sections and lower acceleration voltage needed. As is well known, the He\(^0\) beam neutralized
through a conventional gas cell has a problem of large fraction of metastable atoms, which will not penetrate into the center of the plasma. A new method is proposed\textsuperscript{2) }to utilize the auto-detachment process of He\textsuperscript{-} ions in order to have a large fraction of ground state He\textsuperscript{0} atoms. Since He\textsuperscript{-} ions have two components of life time, i.e. about 345 \(\mu\)s and 11 \(\mu\)s (50\% each), one can obtain a 24\% ground state neutral atoms with the flight distance of 30 m at the beam velocity of 0.8\(V_\alpha\). The beam divergence including space charge effect seems to be not so serious in the flight. Several paths of the beam probing method are shown in Fig.1.

The yield estimation of alpha particles neutralized by double charge exchange processes shows that a 10 mA \(^3\text{He}\)- or Li\textsuperscript{-} beam at the velocity of 0.8\(V_\alpha\) will enable us to measure the alpha-particle velocity distributions with reasonable spatial and temporal resolutions. (Fig. 2)

In this connection the electron capture cross sections in \(\text{He}^{2+} + \text{Li}\) collisions have been obtained experimentally in the energy range of about 0.8 - 2.0 MeV\textsuperscript{3) }.(Fig. 3) A preliminary study on the negative ion source has been started.

Fundamental researches on high speed pellet injection technique has also been carried out in order to have another approach of this diagnostics.
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Table and Figure Captions

Table-I  Research subjects and its diagnostics on reacting/burning plasma physics.

Table-II Several methods of the alpha-particle diagnostics being studied at IPP-Nagoya.

Fig. 1 Several paths of the beam probing method.

Fig. 2 Schematic diagram and possible parameters of alpha-particle diagnostics by the beam probing method in the R-tokamak.

Fig. 3 Measured electron capture cross sections as a function of relative velocity in He$^{2+}$ + Li collisions.
### Table-I. Research Subjects and Its Diagnostics on Reacting/Burning Plasma Physics

<table>
<thead>
<tr>
<th>Subject</th>
<th>Method</th>
<th>Diagnostics</th>
<th>Limit</th>
<th>DOD</th>
<th>Expected Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1] Q-value</td>
<td>Neutron</td>
<td>$N_n, N^{IN}_{NBI}$</td>
<td>Q-0.03</td>
<td>B</td>
<td>Confirmation of reacting (and burning) Plasma</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a, N^{IN}_{NBI}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma, N^{IN}_{NBI}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


1. **(1) Slowing down of $a$-particles**
   - **Confined-$a$**
     - $f_a(v,t)$
     - $Q-0.1$ D=C i) Basic knowledge for self-heating ii) Conditions for collective behaviors
   - $f_a(v,x,t)$
     - $Q-0.4-1$ D=C

2. **(2) Loss Mechanism of $a$-particles**
   - Neutron $N_n$
   - Lost-$a$ $N^a$
   - $Q-0.03$ B i) Criteria for field ripple ii) Knowledge for control of Thermonuclear instabilities, thermal instability and ash removal

3. **(3) Wave excitation by $a$-particles and its effect**
   - FIR laser scattering $\frac{n}{n_e}$ $-10^{-2}$ C
   - Beam Probe $B$ D

4. **(4) Excitation of radial electric field and its effect**
   - Beam Probe $\psi$
   - Doppler shift $v_\theta$
   - Poloidal mode $v_\theta$
   - $E_x-10^{V/cm}$ B C Basic informations as to control method for $E_x$

5. **(3) $a$-particle Heating (and energy balance)**
   - $T_i$
   - $T^i_w$
   - $Q-3$ C Knowledge for the design of fusion reactor

6. **(4) Thermal instability**
   - Neutron $N_{(r,t)}$
   - $T^i_w$ C Knowledge for the design of fusion reactor

* DOD = Degree of Difficulty: A = easy (or established), B = not so difficult, C = essentially possible, but need R&D to some extent, D = need R&D to considerable extent.
Table-II Several methods of the alpha-particle diagnostics being studied at IPP-Nagoya.

[A] Charge Exchange Method

(1) Beam Probing
\[
\text{He}^{++} + \text{He} \rightarrow \text{He}^0 + \text{He}^{+} \\
\text{He}^{++} + \text{He}^+ / \text{He}^+ + \text{He}^{++} \\
\text{He}^{++} + \text{Li} \rightarrow \text{He}^0 + \text{Li}^{++} \\
\text{He}^{++} + \text{Li}^+ / \text{He}^+ + \text{Li}^{++} \\
\text{He}^{++} + \text{H} \rightarrow \text{He}^{++} + \text{H}^+ \\
\]

(2) Pellet Injection
\[
\text{He}^{++} + X^{n+} \rightarrow \text{He}^{++} + X^{(n+)+} \\
\]

[B] Nuclear Reaction Method (Pellet Injection)

\[
\begin{array}{c|c|c}
  & E_e [\text{MeV}] & E_r [\text{MeV}] \\
\hline
\text{Be}^9 (\alpha, n)^{12}C & 5.27 & 4.44 \\
\text{C}^{12} (\alpha, n)^{14}O & 2.09 & \\
\text{Ne}^{20} (\alpha, n)^{23}Mg & 2.45 & 1.37 \\
\text{Mg}^{24} (\alpha, n)^{28}Si & 2.56 & 1.78 \\
\end{array}
\]

[C] IR Laser Scattering Method

Collective scattering
Confining α-Particle Diagnostics

1] Charge Exchange Method (Beam Probe Method)

- Ion Source
  - $^3\text{He}$ ($^3\text{He}^−$, $^3\text{He}^+$)
  - Li ($\text{Li}^−$, $\text{Li}^+$)
  - $\text{H}$ ($\text{H}^−$, $\text{H}^+$)
  - $\text{H}_2/\text{H}_3$ ($\text{H}_2^−$, $\text{H}_3^+$)
  - $^3\text{HeH}^+$ ($^3\text{He} H^+$)

- Acceleration
  - E.S. Accelerator
    - Cockcroft [5.3 MeV, <50%]
    - Van de Graaff [50 MeV, <5%]
  - RFQ Linac

- Neutralization
  - Gas Cell
  - Other Method (e.g., Auto-detachment)

- Charge Exchange in Plasma
  - $\text{X}^+ + \text{He}^+ \rightarrow \text{X}^+ + \text{He}^o$ / $\text{X}^+ + \text{He}^o$ / $\text{X}^+ + \text{He}^o$
  - Transmission through Plasma

- Detection
  - Particle Detection
  - Photon Detection

Fig. 1 Several paths of the beam probing method.

- 120 -
Schematic diagram of alpha-particle diagnostic system by the charge exchange method in the "R-tokamak".

**Target Plasma**

\[ n_d = 1 \times 10^9 \text{ cm}^{-3} \quad (\frac{n_d}{n_a} \approx 10^{-3}) \]

**Injection Beam**

\[ \text{He}^- \quad \text{(or Li}^- \text{)} \]

\[ \begin{align*}
I_b & \approx 10 \text{ mA} \\
\frac{\nu}{\nu_d} & \approx 0.8 \quad \text{(variable: 0.3 - 0.8)} \\
D_{\text{beam}} & \approx 10 \text{ cm}^5 \quad \text{(or 10 cm x 1 m)}
\end{align*} \]

**Detection System**

\[ L \approx 5 \text{ m} \]

\[ \theta = 10^\circ \]

\[ \Delta V = 0.025 \nu_d^* \]

**Detector size**: \((1 \text{ cm}^2 \text{ Detector}) \times (3 \times 3) \times 5 \quad \text{... for example}\)

**Resolving Power**

\[ \Delta \nu = 0.025 \nu_d^* \]

\[ \Delta r \approx 10 \text{ cm} \]

\[ \Delta t \approx 100 \text{ ms} \]

\[ (\frac{S_n}{n})_{\text{min}} \geq 10 \rightarrow f(\nu; r, t) \]

**Fig. 2** Schematic diagram and possible parameters of alpha-particle diagnostics by the beam probing method in the R-tokamak.
Fig. 3. Measured electron capture cross sections as a function of relative velocity in He$^{2+}$ + Li collisions.
Ignition simulation by the interaction of NBI with ICRF

Y. Hamada, Y. Oqawa, T. Amano and T. Watari

Institute of Plasma Physics, Nagoya University, Nagoya, Japan

Abstract

Efficient production of high energy ion tail by the NBI accelerated by ICRF at the higher harmonics of ion cyclotron wave, is discussed. The linear damping across the resonance layer may be small for single transit. The quasi-linear damping however is sufficiently large to give the velocity distribution similar to that of alpha particles in ignited plasma. The quasi-steady state velocity distribution function can be obtained by the reduced acceleration near the null point of Bessel function. Suppressing ion runaway in cyclotron harmonics acceleration.

The scaling formula of the energy confinement time in high temperature plasma is one of the most urgent target of the experimental research. The ambiguity of the scaling near ignition plasma impels the design of the ignited plasma to have a large margin corresponding to that ambiguity, resulting in the expensive machine.

The ignited plasma may be characterized by high temperature plasma heated by the alpha particles produced by the DT reaction. Recently D. Post suggested that D-3He ICRF heating may produce the alpha particle-like velocity distribution of $^3$He and may heat the plasma through its high energy minority ions. In this paper the new method for the production of alpha particle-like distribution of ions through the coupling of injected ions of NBI with the ion cyclotron harmonics waves is presented.

The damping of the ICRF wave at ion cyclotron harmonics is first analysed by the linear theory. In Fig. 1 the dispersion of fast wave at the 3rd harmonics near the resonance and the power flux across the resonance layer are shown under the assumption of two component plasma of the NBI heated plasma. The linear damping about 10% can be obtained across the resonance layer.

The behaviour of the ion tail distribution is analysed by the quasilinear Fokker Planck equation derived by T. Stix. The absorption due to the generated high energy tail is found to be strong even to the 3rd and 4th harmonics of the ion cyclotron frequency. It is possible to generate high energy tails in the higher electron density, under lower toroidal magnetic field strength, and in case of lower electron temperature compared with the use of D-$^3$He. The development of the high energy tail is impeded when $k_p$ approaches the null point of Bessel function and steady state velocity distribution similar to that of the alpha particle in high Q and ignited plasma can be obtained by the appropriate choice of plasma density and toroidal field strength as shown in Fig. 2.
Fig. 1 Dispersion and power flux in linear theory

Fig. 2 Results of quasi-linear Fokker-Planck code
ABSTRACT

We have extended our previous collisional-regime theory for rotation and impurity transport in a tokamak plasma with strong, directed NBI and strong rotation \( (v_\phi \sim v_{\text{th}}) \) to the mixed collisionality regime. We present a self-consistent formalism for calculating ion and impurity rotation velocities and radial transport fluxes, as well as the radial electric field and the poloidal variation of the impurity density upon which the former strongly depend. Calculations for model problems representative of ISX-B and PLT are presented. The predicted impurity transport exhibits features in agreement with experimental observations.
INTRODUCTION

There is a long-standing interest in the possibility of using directed neutral beam injection (NBI) to reverse the normal inward diffusion of impurities in tokamak plasmas. Ohkawa [1] noted that the direct momentum exchange of injected beam particles and impurities via collisions would produce a radial impurity transport flux and predicted that counterinjection would produce an outward impurity transport flux.

Stacey and Sigmar [2] noted that the injected beam momentum must be balanced by a radial transfer of momentum, or drag, and that this allowed a unique determination of the radial electric field. They predicted that when the effect of the momentum input and drag on the particle flows was taken into account and when the effect of the radial electric field on transport was treated self-consistently, then coinjection would produce an outward impurity flux.

Burrell, Ohkawa and Wong [3] pointed out that the large toroidal rotation velocities associated with directed NBI could produce poloidal non-uniformity in the impurity density over the flux surface, which in turn could produce a radial impurity transport flux. This effect becomes significant when the impurity rotation velocity becomes comparable with its thermal velocity. They predicted that coinjection would produce an outward impurity flux due to this rotation, or inertial, effect. This theory was not self-consistent with respect to the ambipolar electric field, however.

Recently, Stacey and Sigmar [4] extended their previous formalism [2] to include this rotation effect in a self-consistent theory for particle flows in the flux surface, the radial electric field and radial particle transport in a tokamak plasma in the collisional regime with directed NBI. A more extensive discussion of relevant previous work is given in that paper [4].

Experimentally, it has been observed in PLT [5,6] and ISX-B [7,8] that the central accumulation of edge-introduced impurities is much greater with counter-injection than with co-injection, in qualitative agreement with the more recent theory. Attempts [8,9] to quantitatively interpret some of the experimental results with earlier, incomplete versions [2,3] of the theory have been encouraging, although unable to explain all features of both the co-injected and counterinjected results.
The purpose of this paper is to extend our previous theory [4] for the collisional regime into the plateau regime. This extension accommodates the important case of the main ion species being nearly collisionless and the impurity species being collisional, which we refer to as the mixed regime. This extension requires a kinetic theory solution for the parallel viscous force $B\nu F$ in the presence of large rotation velocities and an incorporation of this viscous force into the fluid theory. We find in the mixed collisionality regime that the mechanisms dominating the transport processes are quite different than in the collisional regime.

The theory described in this paper provides a self-consistent (non-linear) model, based upon particle and momentum conservation and charge neutrality, for calculating toroidal and poloidal rotation velocities, the radial electric field and radial particle fluxes in a two-species (ion-impurity) tokamak plasma with strong directed neutral beam injection, and resulting large rotation velocities. The theory relies upon neoclassical theory for specification of the parallel viscous force (including the plateau resonance) but allows for an anomalous viscous radial transfer of toroidal momentum as indicated by experimental data [7,10]. Prescriptions are given for determining the anomalous radial momentum transfer rates from measured rotation velocities for the ions and impurities.

In the final section, the formalism is applied to plasmas with the gross features of ISX-B and PLT to predict certain features that are observed in the experiments.
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II. FLUID THEORY

Outline of Derivation

The construction of the expressions for the radial electric field, particle flows within the flux surface, poloidal variation of the particle densities over the flux surface and transport fluxes across the flux surfaces closely parallels that of Ref. [4] treating the collisional regime to which we refer the reader interested in the details. In this section, we will outline the derivation and proceed in subsequent sections to present and discuss the new results for the mixed regime.

The basic equations are the particle continuity equation for species \( j \)

\[
\nabla \cdot n_j \mathbf{v}_j = 0, \tag{19}
\]

the momentum balance equation for species \( j \)

\[
\begin{align*}
n_j m_j (\mathbf{v}_j \cdot \nabla) \mathbf{v}_j + \nabla p_j + \nabla \cdot \mathbf{j}_j &= - n_j e_j \frac{\mathbf{v}_j}{T} + n_j \mathbf{e}_j (\mathbf{v}_j \cdot \mathbf{B}) + \mathbf{R}_j + \mathbf{\bar{R}}_j, \tag{20}
\end{align*}
\]

and charge neutrality

\[
\sum_{j=1}^{J} n_j e_j = 0. \tag{21}
\]

In Eq. (20), \( R_j \) is the interspecies friction, which we will represent by

\[
\mathbf{\bar{R}}_j = - n_j m_j \sum_{k \neq j} \mathbf{v}_k (\mathbf{v}_j \cdot \mathbf{v}_k); \tag{22}
\]

and

\[
\mathbf{\bar{R}}_j = \mathbf{\bar{R}}_j - n_j m_j \mathbf{v}_j \mathbf{v}_j \tag{23}
\]

represents "external" momentum exchange of particles of species \( j \) due to momentum input from collisions with fast ions from neutral beam injection, \( \mathbf{\bar{R}}_j \), and due to the "radial" transfer of momentum across the flux surface due to anomalous viscous effects, as suggested by experiment [7, 10], which is represented by a drag frequency, \( \nu_j^* \). The neoclassical viscous forces are contained in the term \( \nabla \cdot \mathbf{R}_j \).

In these equations: \( n, m, e, \) and \( \mathbf{v} \) refer to the particle density, mass, charge and flow velocity of particle species \( j \); \( p \) is the pressure and \( \tau \) is the anisotropic stress tensor discussed in the previous section; \( \mathbf{\varphi} \) is the electrostatic potential; \( \mathbf{B} \) is the magnetic field; \( \nu_j^* \) is the collision frequency between particle species \( j \) and \( k \).
Equation (19) and the perpendicular (in the flux surface) component of Eq. (20) for each species can be solved, to within a constant of integration (which is proportional to the poloidal flow velocity), for the lowest order (in the gyroradius) particle flows, which lie in the flux surface. The equation obtained by summing over species the flux surface averaged toroidal component of Eq. (20) can then be solved for the "radial" electric field. The constants of integration mentioned previously can be found by solving simultaneously the flux surface averaged parallel components of Eq. (20) for all species. The "poloidal" variation of the particle densities and electrostatic potential can then be obtained by solving the parallel (to B) components of Eqs. (20), subject to the constraint of Eq. (21). Finally, the transport flux of particles across the flux surface can be obtained by combining the parallel and normal (to the flux surface) components of Eq. (20).

At this point, we specialize our results to a plasma constituted of a main ion species (i), impurity species (I) and electrons (e), in which ion-impurity collisions are dominant over ion-electron or impurity-electron collisions in determining the transport of ions and impurities \([\alpha^2 n_i^2/n_I^2 \gg \frac{e}{m_i}]\). Actually, \(\alpha \gg \frac{e}{\sqrt{m_i}}\) is only a limit on the regime of validity for the theory for the main ion species. The theory is valid for the impurity species down to trace impurity concentrations \((\alpha \rightarrow 0)\). For the plasma equilibrium, we make the large-aspect ratio, circular-\(\psi\), low-beta approximation. We use the subscripts and \(p\) to refer to toroidal and poloidal components, and use the superscript \(\circ\) to denote the component that is uniform over the flux surface. A number of parameters which arise in the derivation are now defined:

\[
p_j' \equiv \frac{1}{n_j^0} \left( \frac{\alpha \rho_j^0}{\alpha r} \right) \frac{\nabla p_j}{\nabla r}, \quad v_{j\circ} \equiv \frac{v_{jR}}{\alpha^{1/2} \nu_{thj}}, \quad \nu_{thj} \equiv \frac{T_j}{m_j}, \quad j = i, I.
\]

the normalized drag frequencies are

\[
\beta_i \equiv \frac{v_{di}}{v_{i\circ}}, \quad \beta_I \equiv \frac{v_{dI}}{v_{I\circ}}.
\]

(where \(n_i^0 v_{i\circ} = n_I^0 v_{I\circ}\) from momentum conservation).
The normalized viscosities are

\[ \hat{\nu}_j = \frac{3}{2} \frac{\nu R}{(1+\nu_R)(1+\frac{3}{2}\nu_R)} \] . \( j = i, \bar{i} \)

where

\[ f_i = \sqrt{\frac{2}{\alpha}}, \quad f_I = \alpha \sqrt{\frac{m_i}{2z_m}}, \quad \xi = \frac{m_i}{zm_i}, \quad \alpha = \frac{n_0 z^2}{n_i} \]

\[ h_i = 1 + \alpha \left( \frac{v_{phi}}{v_{thi}} \right)^2, \quad h_I = 1 + \frac{(\xi-1)}{\xi(1+\alpha)} \left( \frac{v_{phi}}{v_{thi}} \right)^2 \]

and

\[ \xi_j = \hat{\nu}_j + \beta_j, \]

\[ M_{xj} \equiv \hat{n}_x \int d^3v \, \mathbf{m}_j C_{bj}, \quad j = i, \bar{i}. \] (24)

In the above definitions \( R_o \) is the major radius, \( \varepsilon = r/R_o \) is the inverse aspect ratio, \( T \) is the temperature, \( q \) is the safety factor, \( v_{jj} \) is the self collision frequency, \( C_{bj} \) is the Fokker-Planck collision operator, and \( \hat{n}_x \) is the unit vector in the \( x \)-direction (e.g., parallel, toroidal). Throughout the paper, the caret notation will signify either a unit vector or the normalization

\[ \hat{A}_I = \frac{\mathbf{A}_I}{\mathbf{n}_m \mathbf{v}_I}, \quad \hat{A}_I = \frac{\mathbf{A}_I}{\mathbf{n}_m \mathbf{v}_I} \] .

Radial Electric Field

The component of the radial electric field \( E_r \) which is constant over the flux surface is obtained self-consistently from the flux surface averaged toroidal momentum balance equations summed over species.

\[ \frac{E_r}{B_0^0} \left[ \begin{array}{c} \hat{u}_i \left( 1 + \xi_i \right) \\ \hat{u}_i \left( 1 + \xi_i \right) \end{array} \right] = \hat{N}_i \left( \mathbf{P}_i \right) + \hat{N}_i \left( \mathbf{P}_i \right) + \hat{N}_i \left( \mathbf{P}_i \right) \] (25)
Examination of this expression reveals several points. The radial electric field scales as $E_r \sim \hat{N}/B \sim \mathcal{M}/v_d$, the ratio of the NBI momentum input to the radial momentum transport, or "drag", frequency and is relatively insensitive to the parallel neoclassical viscosity coefficients, $\hat{\gamma}_j$. Coinjected NBI (\(N > 0\)) contributes a positive component to the radial electric field ($E_r > 0$), and conversely for counter-injection. The normal negative main ion pressure gradient ($P'^I_1 < 0$) produces a negative contribution ($\Delta E_r < 0$) to the radial electric field, and similarly for the impurity pressure gradient, although the latter is usually unimportant because $|P'^I_1| \ll \frac{1}{\varepsilon} |P'_1|$. 

**Transport Fluxes**

The parallel and normal (radial) components of Eq. (26) can be combined to obtain an expression for particle transport across flux surfaces

$$\langle \psi_j \cdot \mathbf{n}_j \mathbf{v}_j \rangle = -\frac{\langle r^2 \nabla \phi \cdot (\mathbf{r}_j + \mathbf{N}_j) \rangle}{e_j}.$$ 

Our previous results for the rotation velocities may be used to evaluate this expression for the large-aspect ratio, low-beta equilibrium. It is important to retain $0 (\varepsilon^2)$ terms that were neglected in writing Eqs. (26) and (28). (These terms are given in Ref [4].) We write the radial impurity flux as a sum of contributions arising from different effects

$$\langle n_{Iv} \rangle = \langle n_{Iv} \rangle_{PS} + \langle n_{Iv} \rangle_{NC} + \langle n_{Iv} \rangle_{M} + \langle n_{Iv} \rangle_{I} + \langle n_{Iv} \rangle_{\phi} + \langle n_{Iv} \rangle_{\phi^R}.$$ 

(37)

The first two components correspond to the Pfirsch-Schluter and neoclassical fluxes of the usual transport theory, but now modified to account for the radial transfer of momentum and for the variation of the impurity and ion densities over the flux surface.
For a negative main ion density gradient $(p'_i < 0)$, both of these flux components will be inward.

The third term in Eq. (37) is the transport flux resulting directly from the interaction of the beam ions with the main ions and impurities.

\[
\langle n^*_v \rangle_P = \frac{n^0_m v_{i1} t_{i1}^{-2}}{e_l B_{o}^{d}} \left[ \left( \left( \frac{1+2q}{q^2} + \left( \frac{n_i^c}{\varepsilon} \right) \right) p'_i - \left( \left( \frac{1+2q}{q^2} + \left( \frac{n_i^c}{\varepsilon} \right) \right) \right) p'_i \right] (1+\xi_1) p'_i
\]

and

\[
\langle n^*_v \rangle \text{NC} = \frac{n^0_m v_{i1} t_{i1}^{-2}}{e_l B_{o}^{d}} \left[ \left( \left( \frac{n_i^c}{\varepsilon} \right) \right) p'_i - \left( \left( \frac{n_i^c}{\varepsilon} \right) \right) p'_i \right] (1+\xi_1) p'_i
\]

where

\[ d = \xi_1 + \xi_1 (1 + \xi_1), \]

(40)

This contribution to the impurity flux is inward for coinjection and outward counter-injection.

The fourth term in Eq. (37) results from retention of the inertial term $(n_m \bar{V} V \bar{N})$ in the momentum balance equations, which produces $O(\varepsilon^2)$ contributions to the expressions for the toroidal and poloidal rotation velocities which in turn contribute $O(\varepsilon^2)$ terms in the transport flux.

\[
\langle n^*_v \rangle_M = \frac{-1}{e_l B_{o}^{d}} \left[ \left( \frac{n_i^c}{\varepsilon} \right) \varepsilon^2 \left( (1+\xi_1) p'_i - (1+\xi_1) p'_i \right) \right]
\]

This contribution is inward for coinjection and outward for counter-injection.

The fourth term in Eq. (37) results from retention of the inertial term $(n_m \bar{V} V \bar{N})$ in the momentum balance equations, which produces $O(\varepsilon^2)$ contributions to the expressions for the toroidal and poloidal rotation velocities which in turn contribute $O(\varepsilon^2)$ terms in the transport flux.
\[
\langle n_1^I \nu \rangle = - \frac{n_{m_1}^o \nu^o}{e R^o} \left[ \left( \frac{B_1^o}{B_p^o} \right)^2 + \omega^2 + 2 \delta \omega \right] \left( \frac{n_{I_1}^s}{\xi} \right) + \left\{ 2 \delta \frac{\omega}{\xi} \left( \frac{n_{I_1}^s}{\xi} \right) \right\}
\]

where

\[
\langle \hat{G}_I \rangle = \frac{1}{2} \left( \frac{B_1^o}{q R_0^o I_{I_1}} \right) \left[ \left( \frac{B_1^o}{B_p^o} \right)^2 + \omega^2 + 2 \delta \omega \right] \left( \frac{n_{I_1}^s}{\xi} \right) + \left\{ 2 \delta \frac{\omega}{\xi} \left( \frac{n_{I_1}^s}{\xi} \right) \right\}
\]

The quantities \( \delta_1 \) and \( \delta_2 \) involve radial density gradients and are defined in the appendix. The expression for \( \langle \hat{G}_I \rangle \) is obtained from Eq. (43) by exchanging \( I \) and \( I_1 \) subscripts, including in the definition of \( \omega \), and exchanging \( \delta_1 \) and \( \delta_2 \).

The quantity \( \delta_1 \) is of order \( \alpha/z \) and may be neglected in most cases. Note that \( \langle \hat{G}_I \rangle \) depends (directly and indirectly through \( n_{I_1}^s \)) on the radial electric field, so that the inertial flux is actually due in large part to the radial electric field. This inertial effect will produce an outward impurity flux when the impurity density is shifted down \( n_{I_1}^s < 0 \), which occurs for strong co-injection. Conversely, strong counter-injection will produce an inward flux contribution via this inertial effect.

The fifth term in Eq. (37) is the radial impurity flux driven by the linear component of the radial electric field.

\[
\langle n_1^I \nu \rangle_5 = \frac{n_{m_1}^o \nu^o}{e R^o} \left[ \left( \frac{B_1^o}{B_p^o} \right)^2 + \omega^2 \right] \left( \frac{1 + 2 \delta}{q^2} \right) + \left( \frac{n_{I_1}^C}{\xi} \right) \left( \frac{n_{I_1}^C}{\xi} \right) \left( \frac{E^o}{B_p^o} \right)
\]

where

\[
\gamma_I \equiv \frac{\beta_1 + \beta_1 (1 + \xi_1)}{\xi_1 + \xi_1 (1 + \xi_1)}
\]

This term will have the same sign as the radial electric field. Thus, it will produce an outward contribution to the impurity flux for strong co-injection and an inward contribution for counter-injection and weak co-injection (assuming \( p'_{I_1} < 0 \).

The last term in Eq. (37) is the impurity transport flux driven by the poloidal variation of the potential over the flux surface, or the poloidal electric field. This term is of order \( \alpha/z \) and usually may be neglected.
The main ion transport flux may be obtained by exchanging \( i \) and \( I \) subscripts in the above equations. In addition, in Eq. (45) \( \beta_I \) and \( \beta_i \) must be exchanged, \( \alpha/z \rightarrow z/\alpha \), and \( z \rightarrow 1 \).

Note that Eqs. (38) and (39) describe diffusive transport fluxes—i.e., fluxes proportional to a pressure gradient—while Eqs. (41), (42), (44) and (45) describe convective transport fluxes arising from viscous and inertial forces and the direct momentum input. The diffusive impurity fluxes are inward for the normal negative main ion density gradient. The rotational and electric field contributions to the convective flux are outward for strong co-injection and inward for counter-injection, and conversely for the direct momentum input contribution of Eq. (41).

IV. MODEL PROBLEMS

In order to illustrate the nature of the theoretical results that were developed in the previous two sections, we now apply the formalism to two model problems with deuterium plasmas representative of the interior regions of the ISX-B and PLT tokamaks. Neutral beam injection at 40KeV was considered in both cases. In both of these machines the toroidal rotation velocity with directed NBI has been measured [7,10], which allows us partially to extract the anomalous viscous drag frequencies \( \nu_{di} \) and \( \nu_{dI} \) from experimental data. The procedure we follow is first to calculate the ratio \( \nu_i / \beta_i \) from Eq. (33) (with \( K=1 \)) and then to determine \( \beta_i \) from the summed toroidal momentum balance, which may be rearranged to obtain

\[
\beta_i = \frac{M_B}{n_i m_i \nu_{dI} \phi (1 + 3_{I}^{1/2})},
\]

where \( M_B \) is the total toroidal momentum input of the beam and \( \nu_{dI} \) is the measured rotation velocity. Usually, only one rotation velocity, that of an impurity species, is measured. For our purposes here, we take that approximately as a common rotation velocity for all species. If the rotation velocities of both the ions and impurities are measured, then Eqs. (30) and (31) can be used to determine \( \nu_{di} \) and \( \nu_{dI} \) separately.

We examined a deuterium plasma with a titanium impurity with \( z = 0.05 \) in ISX-B. We chose parameters typical of an ISX plasma at \( r \approx 10 \text{ cm} \left( n_e = 2.8 \times 10^{13} / \text{cm}^3, \text{T}_e = 430 \text{ eV} \right) \), \( q = 1.2 \left( \frac{1}{p} \frac{2p}{e} \right) = -8.5 \text{cm} \) and computed the toroidal momentum input of the \( \text{H}^0 \) beam with a beam deposition and Fokker-Planck slowing down code. For this ISX plasma, the beam momentum input was mostly to the deuterium \( \nu_i >> \nu_{dI} \). The deuterium was in the banana-plateau regime with viscosity \( \nu_i \sim \nu(Y^2) \) and the titanium was in the collisional regime with \( \nu_{dI} \leq \nu(Y^2) \). The anomalous drag coefficients computed in the manner described above led to the ratio \( \beta_i \beta_i = 0.36 \), using the toroidal rotation velocities measured at \( 1 \text{ MW} \) co-injection.
As a second model problem, we choose a deuterium plasma with parameters representative of PLT at \( r = 10-20 \) cm: \( n_1 = 3 \times 10^{13} \) cm\(^{-3} \), \( T_1 = T_e = 1 \) keV, \( q = 1.5 \), \( \left( \frac{1}{\rho_1} \frac{\partial \rho_1}{\partial r} \right)^{-1} = -30 \) cm. We used the previously described procedure and the experimentally determined \([1^\circ]\) rotation velocities to determine the values \( v_d = 34/ \) s, \( v_d I = 5100/ \) s and \( \beta_2/\beta_4 = 1.5 \). We considered a uniform tungsten impurity of concentration \( u = 0.1 \) and injection of a 40 keV \( \vec{B}^\circ \) beam, with the momentum input calculated as described for the first model problem. The deuterium ions are in the banana-plateau regime and the tungsten ions are in the collisional regime \( (\mu_1 \rightarrow 0) \).

Our results for the PLT model problem are shown in Figs. 3, 4. The qualitative character of the results is similar to the ISX results, although the quantitative results are quite different between the two cases. We note that the toroidal rotation velocity is larger in PLT than in ISX, for a given directed beam power, although the total number of plasma particles is greater in PLT, implying a stronger radial momentum transfer mechanism operating in ISX than in the much larger PLT.

We note that in the PLT model problem with no injection the inward impurity flux due to the radial electric field (the linear contribution of Eq. (44) plus the nonlinear, inertial contribution of Eq. (42)) is the same size as the inward contribution due to the pressure gradient of Eqs. (38) and (30). Thus, the total inward impurity flux is about twice the neoclassical value, and conversely the outward deuterium flux is also about twice the neoclassical value, which is reminiscent of the observation that the measured ion heat conductivity is about 2-4 times the neoclassical value. Possibly, the radial electric field effects of the present theory can account for this well-known "factor of 2-4" disparity between neoclassical predictions and experiment.

The total tungsten fluxes in Fig. 4 are in reasonable agreement with those measured in PLT \([5]\). The experimental fluxes at \( 10 \leq r \leq 20 \) cm were \( \sim 6-7 \times 10^{15} / \text{m}^2 \cdot \text{s} \) inward without NBI, \( \sim 2-4 \times 10^{15} / \text{m}^2 \cdot \text{s} \) outward with 585 kW injection, and \( \sim 25-50 \times 10^{15} / \text{m}^2 \cdot \text{s} \) inward with 430 kW counter-injection. The total calculated tungsten fluxes shown in Fig. 6 are \( \sim 9 \times 10^{15} / \text{m}^2 \cdot \text{s} \) inward without NBI, \( \sim 4 \times 10^{15} / \text{m}^2 \cdot \text{s} \) outward with 585 kW injection, and \( \sim 50 \times 10^{15} / \text{m}^2 \cdot \text{s} \) inward with 430 kW counter-injection.
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Neutral-beam-heated expanded-boundary (XB) divertor discharges (Fig. 1) have been obtained in Doublet III with high heating efficiency for wide ranges of plasma parameters ($I_p : 300 - 800 \text{ kA}; B_T : 8 - 24 \text{ kG}; n_\text{e} = 2 - 10 \times 10^{13} cm^{-3}; P_{\text{beam}} < 4.5 \text{ MW}, \beta_p \leq 1.6$, and $\beta_t \leq 2.8\%$). The improved heating efficiency is well correlated with a configurational change from limiter to XB discharges (Fig. 2). The beam-heated, fully diverted expanded-boundary discharges with a limiter-separatrix distance greater than 1.5 cm exhibit up to a factor of two improvement in energy confinement time (Fig. 3). The $\tau_E$ increases approximately linearly with $I_p$, but is insensitive to variations of a factor of two in $n_\text{e}$ and $B_T$. Over the inner two-thirds of the plasma radius ($r/a \leq 0.7$), the shape of the $T_\text{e}$ profile for XB discharges is similar to that for limiter discharges (Fig. 4). Hence the improvement of the global energy confinement is consistent with a reduction of thermal conductivity over most of the plasma radius. With 2 MW of neutral-beam injection into a high-current ($I_p = 750 \text{ kA}$) XB discharge, we have obtained energy confinement times $\bar{n}_\text{e} \tau_E \approx 1 \times 10^{13} cm^{-3} s^{-1}$. At high beam power ($P_b > 3 \text{ MW}$), a mild deterioration of the energy confinement time has been observed.

*Work Supported by U. S. DOE Contract DE-AT03-84ER51044.
FIG. 1. Equilibrium flux surface plot for a typical expanded boundary divertor configuration illustrating the relationship between the separatrix and the various limiters in Doublet III. The distance between the separatrix and the leading edge of the nearest limiter, $\delta$, is the minimum value of the distance between the limiter and the separatrix for each of the 3 limiters ($\delta_{IN}, \delta_{TOP}, \delta_{OUT}$) as shown.

FIG. 2. Variation of $\tau_E$ from diamagnetic loop measurements with $\Delta$, limiter-separatrix distance, for fixed parameters, illustrating 3 types of discharges.
FIG. 3 Variation of $W_{\text{total}}/I_p$ with total input power for limiter ($\Delta < 4$ cm) and XB ($\Delta > 1.5$ cm) discharges.

<table>
<thead>
<tr>
<th>$T_e (0)$</th>
<th>$\Delta$ (cm)</th>
<th>$T_e (0)$ (keV)</th>
<th>$n_e$ ($10^{13}$ cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_e (0)$</td>
<td>$2\omega_{ce}$</td>
<td>SHOT</td>
<td>X8</td>
</tr>
<tr>
<td>$T_e (0)$</td>
<td>$2\omega_{ce}$</td>
<td>LIM</td>
<td>-2</td>
</tr>
</tbody>
</table>

$I_p = 500$ kA, $B_T = 24$ kG, $P_{\text{TOTAL}} = 2.1$ MW

FIG. 4 Comparison of $T_e$ profile obtained from electron cyclotron emission at $2\omega_{ce}$ between comparable XB and limiter discharges.
SIMULATION OF IMPURITY TRANSPORT IN H-MODE TOKAMAK DISCHARGE

T. HIRAYAMA

Japan Atomic Energy Research Institute, Japan

Abstract

Results of the impurity injection experiments in Doublet III beam heated plasmas were analysed with a numerical code to determine the transport properties of trace impurities in L- and H-mode. A numerical code simulating the impurity transport is utilized to estimate the value of anomalous diffusion coefficient $D_A$. The impurity flux density is expressed as the sum of an Alcator-INTOR type anomalous diffusion ($D_A$) and the neoclassical flux. The $D_A$ of $(4-5) \times 10^{19}/n_e (m^2/s)$ can well explain the dependence of the experimental decay time on electron density. No difference in $D_A$ was found between L- and H-mode discharges as well as the joule heating phase.
1. Introduction

The discovery of good confinement discharges by ASDEX \cite{1}, where the divertor equilibrium improves the energy confinement time of beam heated plasmas by a factor of two, was a highly encouraging result in the research and development of the tokamak reactor. These good confinement discharges are referred to as "H-mode" in comparison to the deteriorated confinement discharges in the so-called "L-mode". Similar H-mode discharges have also been obtained in Doublet III \cite{2} and PDX \cite{3}. The experimental data indicated the importance of particle transport properties as well as the electron thermal conductivity \cite{4}. However, it is not possible to measure the particle confinement time directly. And therefore, titanium impurity injection experiments were performed in Doublet III in order to study the impurity transport. The decay times of line emissivity of Ti XX (259.3 Å) are measured and show a weak dependence on the electron density throughout the neutral beam heated discharges. The injected titanium ion line emissions are simulated with a numerical code using Alcator-INTOR \cite{5} type anomalous diffusion coefficients and a neoclassical flux in the flux density expression.

2. Experimental results

In Doublet III, 69-76 kV hydrogen beam with power of up to 4 MW is injected near-perpendicularly into a deuterium plasma. The discharges are made with either a divertor configuration or a poloidal limiter configuration, whose cross-section shapes are shown in Fig. 1. In the divertor configuration, high-confinement discharges (H-mode) have been obtained with neutral beam injection heating.

A small amount of titanium is injected into the steady state portion of the discharge at 0.8 sec from the breakdown, using a laser blow-off technique \cite{6}. The emission of Ti XX along a horizontal chord is measured at ~8 cm vertically above the magnetic axis. Decay time are obtained from the e-folding time of a decaying chordal line radiance of Ti XX in the L-mode and
H-mode discharges as well as in the joule heating phase. A parameter study of impurity injections has been performed with various combinations of parameters: plasma current ($300 \text{ kA} < I_p < 750 \text{ kA}$), electron density ($2.5 \times 10^{19} \text{m}^{-3} < \bar{n}_e < 7.5 \times 10^{19} \text{m}^{-3}$, where $\bar{n}_e$ means the electron density averaged along a tangential chord (CH–B) at $r/a = 0.33$), and the toroidal magnetic field ($B_t \approx 2.4 \text{T}$). The time evolution of the Ti XX emission in the H-mode is shown in Fig. 2-(e). Other plasma parameters are also shown in figures: (a) neutral beam pulses; (b) electron density at $r/a = 0.33$; (c) poloidal beta $\beta_p$ from the diamagnetic loop measurement; (d) H$_\alpha$/D$_\alpha$ line emissions at the divertor plate and at the middle of the main plasma.

All data of the decay time $\tau_d$ measured in the experiment are shown in Fig. 3 versus line-averaged electron density of CH–B. In this figure, the notation 'D' means a dee-shaped discharge with a limiter as shown in Fig. 1-b. The open symbols correspond to the decay times in the H-mode discharges and the solid to the L-mode discharges. The squares show the data in the joule phase. This figure shows a weak dependence of $\tau_d$ on the electron density. Figure 4 shows the data points with shot numbers, which are analyzed in this paper. The heating efficiency which is the increment of $\beta_p$ divided by the number of neutral beams ($\sim 1 \text{MW/beam}$) is plotted against the inverse square of the plasma current and also shows the definition of the H-mode and L-mode used in this paper. The heating efficiency data in Doublet III are almost uniformly distributed between the two lines H and L. We refer to data points above the middle dotted line between the L and H lines as H-mode and to others as L-mode. The notation 'AX' in this figure corresponds to the ASDEX data just for comparison [1].

3. Simulation Procedure

A one-dimensional time-dependent, multi-species impurity code is used to treat impurity transport and atomic processes of ionization and recombination simultaneously. The transport model is discussed in Ref. [7] ; here we only add some comments on a few modifications for simulation of impurity injection.

The simulation of impurity injection to measure the decay time is
performed by switching recycling coefficients to zero at the time $t = 0.8$ sec, after calculating the density profiles with recycling coefficients of 1.0, instead of a pulsive external source due to impurity injection. It was confirmed that this abridgement does not affect the decay times for ions higher than fourteenth for titanium impurity simulation. In order to compare the simulation results with the experimental data, a line integrated value of the line radiation Ti XX is calculated at 8 cm off the magnetic axis and the decay time is evaluated from the initial e-folding time of the decaying chordal radiance. Background plasma parameters are given by timetables of the experimental data. The background ion is assumed to be deuterium and its temperature is approximated by the electron temperature. The assumption of a circular cross section is used throughout this simulation. The effects of sawtooth oscillation and momentum transfer due to neutral beam injection have been ignored.

The rate coefficients are calculated from the multi-ion model [8] that is reformulated from the average ion model [9]. The charge-transfer (CT) recombination with H/D neutrals is also considered as well as the electron impact. The CT recombination rates are based on the empirical formulation of IPPJ [10]. Only the fast neutrals of the injected neutral beam and the halo neutrals are assumed to have the charge-transfer interaction with impurity ions except for the thermal neutrals of the background ions. The deposition profiles of the fast ions are calculated with a simple pencil beam model by considering the beam energy components.

4. Computational Results and Discussion

With the anomalous diffusion coefficient inversely proportional to the electron density, we have simulated the decaying radiances of the injected titanium ions. First, the tendencies of $\tau_d$ are studied with fixed plasma profiles. Secondly, the simulation calculation for the experimental data is made to obtain the value of $D_h$.

In using the Alcator-INTOR type diffusion coefficient, we have studied the dependence of $\tau_d$ on the plasma parameters with the plasma profiles which are normalized as follows: $T_e(r) \propto (1-(r/a)^{1.5})^2$, $T_e(a)=0.05T_e(0)$.
\(n_e(r) \propto (1-(r/a)^4)\), \(n_e(a)=0.1n_e(0)\). The parameter studies are made by changing the central electron temperature from 1.0 keV to 2.5 keV and the volume averaged electron density from \(3 \times 10^{19} \text{ m}^{-3}\) to \(9 \times 10^{19} \text{ m}^{-3}\). Figure 5 shows the calculated \(\tau_d\) of Ti XX versus the averaged electron density for several central electron temperatures, with \(D_A=4 \times 10^{19}/n_e \text{ [m}^2/\text{s}]\), the plasma current of 740 kA and the toroidal field of 2.4 T. \(\tau_d\) increases with the increase of the electron density, while it decreases with the increase of the central electron temperature. These are caused by the inverse dependence of \(D_A\) on the electron density and by a movement of the peak position of Ti XX toward the outer region [11]. This shows that the central electron temperature is one of the important contributing factors to \(\tau_d\).

For the experimental data shown in Fig. 4, the simulation calculation has been made to evaluate the decay times. Figure 6 shows the comparison of calculation results and experimental results of the decay times for line radiation of Ti XX versus the volume averaged electron density. The results are classified according to their central electron temperatures: (a) \(T_e(0)=0.8-1.0\text{keV (Joule plasma)}\); (b) \(T_e(0)=1.5\text{keV}\); (c) \(T_e(0)=1.9-2.5\text{keV}\). "D" in the figure denotes dee-shaped discharges with a limiter; the others are divertor discharges. The experimental \(\tau_d\) are shown in the same symbols as those in Fig. 3. The symbols of + and x correspond to the calculated results with observed plasma profiles with \(D_A=4 \times 10^{19}/n_e \text{ [m}^2/\text{s}]\) and with \(D_A=5 \times 10^{19}/n_e \text{ [m}^2/\text{s}]\), respectively. The solid curves in these figures show the decay times that are obtained with fixed profiles of plasma parameters with \(D_A=4 \times 10^{19}/n_e \text{ [m}^2/\text{s}]\) as shown in Fig. 5. The differences between these lines and the calculated points + are caused by the difference in plasma profiles. The discrepancies are less than 20 % for all cases. This suggests that the neoclassical effects due to gradients in plasma profiles are weak in Doublet III discharges. Figure 6 shows that a good agreement in \(\tau_d\) is obtained over a wide range of plasma parameters within experimental and calculational accuracies. No appreciable difference in \(D_A\) was found between three kinds of discharges, as far as using the Alcator–INTOR type anomalous diffusion coefficient. \(D_A\) of \((4-5) \times 10^{19}/n_e\) can well explain the tendency of the weak dependence of \(\tau_D\) on electron density. For constant \(D_A\) over the radius, we have not obtained a systematic agreement of the decay times between the calculation results and the experimental data.
Figure 7 shows the values of $D_A = 4 \times 10^{19}/n_e$ for different discharges at $t = 0.8$ sec just before zero-recycling. The values of $D_A$ at the edge for dee-shaped discharges are smaller than the ones for diverted discharges by a factor of 3-4 because the dee-shaped discharges have a high electron density at the boundary [4]. It should be emphasized again that $\tau_d$ of not only the diverted discharges but also the dee-shaped limiter discharges agree with the calculation results obtained with $D_A$ which is inversely proportional to the electron density as shown in Fig. 6. This fact might suggest that the decay time of Ti XX is not determined by $D_A$ at the outer region but by $D_A$ at the peak position in Ti XX profile. In order to verify that $D_A$ at the edge has little effect on the calculated $\tau_d$, calculations were made whereby the anomalous diffusion coefficient was assumed to be half of $4 \times 10^{19}/n_e$ during the neutral beam injection in two regions: (a) $0.7 < r/a < 1$ and (b) $0.5 < r/a < 1$. Figure 8 shows the impurity ion density profiles at $t=0.79$ sec for the H-mode. The calculated decay times are 31.5 ms for the case of (a) and 40.6 ms for the case of (b). The original decay time with $D_A=4 \times 10^{19}/n_e$ is 24.6 ms. It is obvious that the improved transport at the region farther out from the density profile of Ti XX would have an impact on the decay time only by a factor of 30%. On the other hand, the smaller $D_A$ over the region including the peak position in Ti XX profile, clearly results in the too long decay time as shown in Fig. 8. Therefore, it is shown that $\tau_d$ of initial e-folding time mainly reflects the impurity transport properties near the peak position in the profiles of the measured line radiation.

5. Conclusion

By using Alcator-INTOR type scaling as $D_A$, we have simulated the injections of titanium over a wide range of plasma parameters, from L-mode to H-mode as well as the pulse heating phase. Analysis of the decay time of the injected impurity experiments demonstrated that the impurity transport does not change with the difference of the plasma parameters between H- and L-modes. The anomalous diffusion coefficient obtained is $(4-5) \times 10^{19}/n_e$ [m$^2$ s$^{-1}$].
If there is a strong relation in the particle transport between the bulk ions and the impurity ions, the two facts that the one, no essential differences in the decay time are seen for the different discharge mode and that the second, the contribution of $D_A$ at the outer region to the decay time is small, suggest that an improvement of confinement property in the H-mode may exist in a limited region of $r/a > 0.7$; the particle confinement is apparently improved in the H-mode relative to that in the L-mode because the electron density increases or keeps constant value even though the gas fueling is reduced. Therefore, it is reasonable that no differences in the impurity transport are seen over the wide parameter range from the L-mode to the H-mode because the peak position in Ti XX profile is located at the inner region of $r/a < 0.6$ through this experiment.
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FIGURE CAPTIONS

Fig. 1  Plasma cross section studied in the present work, (a) divertor discharge, (b) limiter discharge.

Fig. 2  Typical time evolution of the Ti XX emission and related plasma parameters in the H-mode discharge with $I_p = 740$ kA, $P_{INJ} \approx 4$ MW and $B_t = 2.4$ T.
(a) neutral beam pulses,
(b) electron density (CH-B) at $r = 14$ cm,
(c) poloidal beta for the diamagnetic loop measurement,
(d) $H_e/D_e$ line emissions at the divertor plate and in the middle of the main plasma,
(e) the emission of Ti XX (259.3 A) along a horizontal chord at $\sim 8$ cm vertically above the magnetic axis.

Fig. 3  Experimental decay time $\tau_d$ vs. line-averaged electron density $\bar{n}_e$. The open symbols correspond to $\tau_d$ in the H-mode discharge and the solid to the L-mode discharge. The squares show the data in the joule phase. D means a dee-shaped discharge with a limiter.

Fig. 4  Increment of beta per number of neutral beams ($\sim 1$ MW/beam) with respect to $I_p^{-2}$. Two lines of H and L show the typical data in the H- and L-mode discharges. Symbols mean the same as those in Fig. 3. The AX corresponds to the ASDEX data.

Fig. 5  Dependence of tau on the plasma parameters with the fixed profiles: $T_e(r) \propto (1-(r/a)^{1.5})^2$, $T_e(a)=0.05T_e(0)$; $n_e(r) \propto (1-(r/a)^4)$, $n_e(a)=0.1n_e(0)$; $D_A(r)=4 \times 10^{19}/n_e(r)$; $I_p=740$ kA, $B_t=2.4$ T.

Fig. 6  Comparison of experimental $\tau_d$ and calculated results with observed plasma profiles: +, $D_A=4 \times 10^{10}/n_e$; x, $D_A=5 \times 10^{10}/n_e$. The axis of the abscissa is the volume averaged electron density. The solid lines show the calculated results for fixed plasma profiles with $D_A=4 \times 10^{19}/n_e$. 
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Fig. 7 Profiles of the anomalous diffusion coefficient of $4 \times 10^{19}/n_e$ at $t = 0.8$ sec. The values at the radii further out than $r = 35$ cm are shown in a different scale.

Fig. 8 Titanium ion density profiles and the effect of $D_A$ on $\tau_d$ for the H-mode discharge; $T_e(0)=2.5$ keV, $I_p=740$ kA, $P_{INJ} \approx 4$ MW and $B_t=2.4$ T. The $D_A$ is reduced by a factor of 1/2 after the neutral beam injection in two regions: (a) $0.5 < r/a < 1.0$; (b) $0.7 < r/a < 1.0$. The decay times are $40.6$ ms for (a) and $31.5$ ms for (b), and the original $\tau_d$ is $24.8$ ms with $D_A=4 \times 10^{19}/n_e$. 
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